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Abstract. This is the second in a series of two papers to establish the conjectured mass-angular

momentum inequality for multiple black holes, modulo the extreme black hole ‘no hair theorem’.

More precisely it is shown that either there is a counterexample to black hole uniqueness, in

the form of a regular axisymmetric stationary vacuum spacetime with an asymptotically flat

end and multiple degenerate horizons which is ‘ADM minimizing’, or the following statement

holds. Complete, simply connected, maximal initial data sets for the Einstein equations with

multiple ends that are either asymptotically flat or asymptotically cylindrical, admit an ADM

mass lower bound given by the square root of total angular momentum, under the assumption

of nonnegative energy density and axisymmetry. Moreover, equality is achieved in the mass

lower bound only for a constant time slice of an extreme Kerr spacetime. The proof is based

on a novel flow of singular harmonic maps with hyperbolic plane target, under which the renor-

malized harmonic map energy is monotonically nonincreasing. Relevant properties of the flow

are achieved through a refined asymptotic analysis of solutions to the harmonic map equations

and their linearization.

1. Introduction

In [22] Penrose outlined heuristic arguments that give rise to the Penrose inequality [2, 14],
as well as a conjectured lower bound [20, Section 8] for the ADM mass/energy m of a spacetime
in terms of ADM angular momentum J , which takes the form

(1.1) m ≥
√
|J |.

The reasoning that leads to (1.1) requires conservation of angular momentum, and to achieve
this it is typically assumed that the spacetime is axisymmetric and satisfies certain conditions
on matter fields. In fact, counterexamples have been constructed by Huang-Schoen-Wang [13]
when the axisymmetric assumption is removed. The original motivation for the Penrose in-
equality holds equally well for the mass-angular momentum inequality, namely they both serve
as necessary conditions for the weak cosmic censorship [21, 23] and the final state [18] conjec-
tures. Therefore, while a counterexample to the inequality would be detrimental for at least
one of these latter two conjectures, confirmation of (1.1) only adds to the prevailing belief in
their generic validity. Furthermore, inequality (1.1) may be interpreted as a refinement of the
positive mass theorem [24, 31], in which a precise contribution to the total mass is expressed via
the rotation of black holes. This manuscript is the second in a series of two papers to establish
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the mass-angular momentum inequality for multiple black holes; the first paper in this series is
[12].

The appropriate mathematical setting in which to study this inequality is that of an initial
data set (M, g, k) for the Einstein equations, consisting of a smooth connected 3-manifold M
with Riemannian metric g and a symmetric 2-tensor k representing the second fundamental
form of an embedding into spacetime. These quantities satisfy the constraint equations

(1.2) 16πµ = R+ (Trgk)
2 − |k|2g, 8πJ = divg(k − (Trgk)g),

where R is the scalar curvature of g, and µ, J denote the matter energy and momentum densities
respectively. A natural hypothesis related to the dominant energy condition is the assumption
of nonnegative energy density µ ≥ 0, which when combined with the maximal slice condition
Trgk = 0 guarantees nonnegative scalar curvature. Moreover, it will be assumed throughout that
the data are axially symmetric. This means that a subgroup isomorphic to U(1) is present within
the isometry group of the Riemannian manifold, and that the extrinsic curvature is invariant
under the U(1) action. In particular, if η is the associated Killing field generating the symmetry
and Lη denotes Lie differentiation, then

(1.3) Lηg = Lηk = 0.

The manifold M will be asymptotically flat with multiple ends, in that there exists a compact
set C and an integer N ≥ 2 such that M \ C = ∪N

i=0Mi, where the pairwise disjoint ends Mi are
either asymptotically flat or asymptotically cylindrical, with i = 0 designating an asymptotically
flat end. The additional ends for 1 ≤ i ≤ N represent individual black holes. Recall that an ith
end is referred to as asymptotically flat if it is diffeomorphic to R3 \ B1, and in the resulting
Cartesian coordinates with δδδ denoting the Euclidean metric we have

(1.4) |∂ℓ(g − δδδ)|δδδ = O(r−q−ℓ), ℓ ≤ 6, |k|δδδ = O(r−q−1),

for some q > 1
2 where r is the Euclidean radial coordinate; additionally the scalar curvature

should be integrable R ∈ L1(Mi). We note that the condition ℓ ≤ 6 is stronger than the
typical requirement, and that this is due to the need for Brill coordinates [6, Remark 3.2], (see
also [15, 26]). Each asymptotically flat end comes equipped with the ADM energy, which is
well-defined [1, 5] and given by

(1.5) m = lim
r→∞

1

16π

∫
Sr

⋆δδδ (divδδδg − dTrδδδg) ,

where ⋆δδδ is the Euclidean Hodge star operator, and Sr is the coordinate sphere of radius r.
Furthermore, axial symmetry implies that the ADM angular momentum of the end is aligned
along the symmetry axis and thus may be described by a single number

(1.6) J = lim
r→∞

1

8π

∫
Sr

(k − (Trgk)g) (η, ν)dA,

where ν and dA are the unit outer normal and area element of Sr. Notice that the integral
is invariant over any surface homologous to a coordinate sphere when J(η) = 0. This latter
condition will be assumed in order to obtain a twist potential, and therefore make contact with
harmonic maps. Moreover, it also shows that the total angular momentum is a sum of the
individual angular momenta Ji evaluated at the auxiliary ends, that is J =

∑N
i=1 Ji.
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Consider the conformally cylindrical geometry (R+×S2, ḡ) with model metric ḡ = h
(
dt̄2 + ḡS2

)
,

where h is a positive smooth function independent of the radial coordinate t̄, and ḡS2 is a metric
on the 2-sphere. It is assumed further that ḡ admits a Killing vector field that is tangent to S2

and has periodic orbits. An end (Mi, g) is then referred to as asymptotically cylindrical if it is
diffeomorphic to R+ × S2, and in the coordinates provided by the diffeomorphism

(1.7) |∇̄ℓ(g − ḡ)|ḡ = O(e−qt̄), ℓ ≤ 7,

for some q > 0 where ∇̄ denotes covariant differentiation with respect to ḡ. Again the large
number of derivatives ℓ ≤ 7 is included for the existence of Brill coordinates [15, 26]. We note
that extreme Kerr black holes possess an asymptotically cylindrical end in the sense described
above.

In this setting, with the additional hypotheses of completeness, simple connectivity, and the
absence of asymptotically cylindrical ends, the mass-angular momentum inequality (1.1) was
initial studied by Dain and established for a single black hole through the combined work of
Chruściel, Costa, Dain, Schoen, and Zhou in [6, 7, 9, 10, 25]. The survey [11] details many of
these developments, and [4] addresses situations where completeness and simple connectivity
may be removed. The case of multiple black holes was taken up by Chruściel-Li-Weinstein [8]
(see also Khuri-Weinstein [17] for the inclusion of charge) who proved the lower bound

(1.8) m ≥ F(J1, . . . ,JN , z1, . . . , zN ),

where the function F is proportional to a renormalized harmonic map energy depending on the
angular momenta Ji and positions zi associated with the N black holes. Our main result shows
that this function is bounded below by the desired quantity

√
|J |, or else there is a counterex-

ample to a form of extreme black hole uniqueness. Recall that a version of the extreme black
hole uniqueness conjecture states that there do not exist regular asymptotically flat multiple
degenerate black hole solutions to the axisymmetric stationary vacuum Einstein equations; see
Conjecture 3.3 below for an equivalent PDE statement. We will refer to a regular axisymmetric
stationary vacuum spacetime with an asymptotically flat end and multiple degenerate horizons
as ADM minimizing, if it achieves the infimum of the ADM mass for solutions in this class
which preserve the angular momentum of each black hole. The proof is based on a novel flow of
singular harmonic maps with hyperbolic plane target, under which the renormalized harmonic
map energy is monotonically nonincreasing. The relevant properties of the flow are achieved
through a refined asymptotic analysis of solutions to the harmonic map equations and their
linearization.

Theorem 1.1. Let (M, g, k) be a complete, simply connected, axially symmetric, maximal initial
data set for the Einstein equations with one designated asymptotically flat end and finitely many
other asymptotically flat or asymptotically cylindrical ends. Assume further that the nonnegative
energy density condition is satisfied µ ≥ 0, and the momentum density vanishes in the direction
of rotation J(η) = 0. Then either there exists an ADM minimizing counterexample to the

extreme black hole uniqueness conjecture, or m ≥
√
|J | for all such initial data with equality if

and only if the data arise from an extreme Kerr black hole.

Remark 1.2. This result could be rephrased in the following alternative way, which empha-
sizes the role of potentially exotic multi-black hole solutions to the stationary vacuum Einstein
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equations. If there is a counterexample to the mass-angular momentum inequality, then there
exists an (ADM minimizing) asymptotically flat multiple degenerate axisymmetric stationary
vacuum black hole solution in equilibrium.

As mentioned above, the proof is based on a flow of singular harmonic maps. More precisely,
we observe that the first variation of renormalized harmonic energy under perturbations of
the black hole singularities within the maps, is determined by the conical singularities along
the axis in the associated stationary vacuum spacetimes. From this we are able to define a
flow of the singular harmonic maps, along with the corresponding stationary vacuum black
holes solutions, which moves the black holes guided by the conical singularities and results in a
monotone nonincreasing renormalized energy. It is shown that the flow exists up to a maximal
time, at which point three different phenomena can occur: the black holes either collide, scatter
to infinity, or stagnate. In the first two cases, the limiting renormalized energy exists and is
shown to be greater than or equal to the renormalized energy of the collision and scattering
configurations. Thus, the flow may be restarted at the new collision/scattering configurations
while preserving monotonicity through the singular time. In the case of a stagnating flow, we
find that the limiting harmonic map gives rise to a regular multi-Kerr spacetime, and then
appeal to the black hole uniqueness statement to show that its renormalized energy must not
be less than the square root of total angular momentum. With these observations, an induction
argument on the number of black holes is then used to establish the main result.

This paper is organized as follows. In the next section, background material and the set up
relating a preliminary mass lower bound to the harmonic map energy are described. A flow of
harmonic maps via movement of singular points is introduced in Section 3, and statements of the
co-main results concerning families of singular harmonic maps and their linearization are also
discussed. The flow is studied in more detail in Section 4, where it is shown that the renormalized
energy is monotonically nonincreasing along the evolution. Moreover, collisions and scatterings
of the singular points along the flow are analyzed in Sections 5 and 6 respectively, where it is
proven that energy monotonicity is preserved in these situations. The proof of the main theorem
is provided in Section 7. Section 8 is dedicated to an asymptotic analysis of the linearized local
harmonic map system at horizons. In Section 9 differentiability properties of a multi-parameter
family of singular harmonic maps are established. Finally, an appendix is included to collect
miscellaneous auxiliary lemmas.

Acknowledgements. The authors would like to thank the American Institute of Mathematics
for its hospitality.

2. Background and Set Up

Let (M, g) be a complete, simply connected, axially symmetric Riemannian 3-manifold which
is asymptotically flat with N + 1 ends. Then it is shown in [5, Theorem 2.9, Remark 3.2]
(only asymptotically flat ends) and [26, Theorem 1.0.5] (including asymptotically cylindrical
ends) that M ∼= R3 \ {p1, . . . , pN}, and that there exists a global (cylindrical) Brill coordinate
system (ρ, z, ϕ) on M with ρ ≥ 0 and z ∈ R parameterizing a half-plane orbit space, and where
ϕ ∈ [0, 2π) is associated with the rotational Killing field so that η = ∂ϕ. Moreover, the points
pi (referred to as punctures) represent individual black holes and all lie on the z-axis Γ, where
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|η| = 0. In these coordinates the metric may be expressed to exhibit the Riemannian submersion
structure

(2.1) g = e−2U+2σ(dρ2 + dz2) + ρ2e−2U(dϕ+Aρdρ+Azdz)
2,

where all coefficient functions are independent of ϕ and ρe−U(dϕ + Aρdρ + Azdz) is the dual
1-form to fiber directions |η|−1η. In the designated asymptotically flat end M0, as Euclidean

distance r =
√
ρ2 + z2 → ∞ the coefficient functions satisfy the decay1

(2.2) U = Oℓ−3(r
−q), σ = Oℓ−4(r

−q), Aρ = ρOℓ−3(r
−q−2), Az = Oℓ−3(r

−q−1).

In the remaining ends associated with punctures we have ri → 0, where ri is the Euclidean
distance to pi, and the coefficients satisfy the following decay in the asymptotically flat case

(2.3) U = 2 log ri +Oℓ−4(r
q
i ), σ = Oℓ−4(r

q
i ), Aρ = ρOℓ−3(r

q
i ), Az = Oℓ−3(r

q+1
i ),

whereas in the asymptotically cylindrical case

(2.4) U = log ri+Û(θi)+Oℓ−4(r
q
i ), σ = σ̂(θi)+Oℓ−4(r

q
i ), Aρ = ρOℓ−3(r

q
i ), Az = Oℓ−3(r

q+1
i ),

for some functions Û and σ̂ of the polar angle θi centered at pi.
To obtain a twist potential observe that a calculation produces

(2.5) d ⋆ (k(η) ∧ η) = −ιη ⋆ J(η) = 0,

where ⋆ is with respect to (M, g), interior product is denoted by ι, and we are using the same
notation η for both the vector field and its dual 1-form. Since M is simply connected, there
then exists a smooth potential function v such that

(2.6) dv = ⋆ (k(η) ∧ η) .
Notice that the z-axis without punctures may be decomposed into a set of pairwise disjoint open
intervals Γ \ {p1, . . . , pN} = ∪N+1

j=1 Γj , for which v = cj is constant on each Γj . The intervals are
called axis rods, whereas the corresponding values of v are referred to as potential constants,
and they determine the angular momentum of each black hole. More precisely in the maximal
case

(2.7) Ji = lim
ri→0

1

8π

∫
Sri

k(η, ν)dA =
1

4
(ci+1 − ci),

where Sri is a coordinate sphere centered at pi and ν is the unit normal pointing towards the
designated asymptotically flat end. Here the labeling of intervals is such that Γi+1, Γi lie directly
above and below pi, respectively. Furthermore, using the orthonormal frame

(2.8) e1 = eU−σ(∂ρ −Aρ∂ϕ), e2 = eU−σ(∂z −Az∂ϕ), e3 = ρ−1eU∂ϕ,

we find

(2.9) k(e1, e3) = −|η|−2e2(v), k(e2, e3) = |η|−2e1(v).

It follows that

(2.10) |k|2g ≥ 2
(
k(e1, e3)

2 + k(e2, e3)
2
)
= 2

e6U−2σ

ρ4
|∇v|2,

1The notation h = Oℓ(r
−q) asserts that |∂l

rh| ≤ Cr−q−l for all l ≤ ℓ.
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where the norm | · | is with respect to the Euclidean metric.

2.1. Relation between mass and harmonic map energy. Recall that in Brill coordinates
the scalar curvature may be expressed ([3], [10]) as

(2.11) 2e−2U+2σR = 8∆U− 4∆ρ,zσ − 4|∇U|2 − ρ2e−2σ (Aρ,z −Az,ρ)
2 ,

where ∆ is the Euclidean Laplacian on R3 and ∆ρ,z = ∂2ρ +∂
2
z . Integrating this formula by parts

yields the following mass formula [6, (3.9)] ([26, (4.5.15)] including asymptotically cylindrical
ends)

(2.12) m =
1

32π

∫
R3

(
2e−2U+2σR+ 4|∇U|2 + ρ2e−2σ(Aρ,z −Az,ρ)

2
)
dx.

Observe that the nonnegative energy density and maximality conditions together with (2.10)
imply that

(2.13) R = 16πµ+ |k|2g ≥ 2
e6U−2σ

ρ4
|∇v|2,

and therefore

(2.14) m ≥ 1

8π

∫
R3

(
|∇U|2 + e4U

ρ4
|∇v|2

)
dx =:

1

8π
E(Φ̄).

Notice that with the substitutions U = u+ ln ρ, and using that ln ρ is harmonic on R3 \ Γ, the
functional on the right-hand side is up to boundary terms the harmonic map energy of a map
Φ̄ = (u,v) : R3 \Γ → H2, where the metric du2+e4udv2 of the hyperbolic plane (with curvature
−4) is expressed in horospherical coordinates. We refer to E(Φ̄) as the renormalized energy of
the map Φ̄, since the infinite terms involving ∇ ln ρ have been removed.

In [8, Proposition 2.1] (see also [17, Corollary 3.2]) it is shown that there exists a unique
singular harmonic map Φ = (u, v) : R3 \ Γ → H2 having the same potential constants as Φ̄,
which is asymptotic to the relevant extreme Kerr harmonic map near each puncture pi as well
as at infinity, and for which u = − ln ρ+O(1) upon approach to the rods Γi. The harmonic map
equations are given by

(2.15) ∆u− 2e4u|∇v|2 = 0, ∆v + 4∇u · ∇v = 0.

Furthermore, it is proven in [8] and [17, Theorem 4.1] that this map minimizes2 the renormalized
energy so that E(Φ̄) ≥ E(Φ), and hence

(2.16) m ≥ 1

8π
E(Φ) =: F(J1, . . . ,JN , z1, . . . , zN ).

This relies on the observation that asymptotically cylindrical ends carry less energy than asymp-
totically flat ends.

The remainder of this manuscript is dedicated to proving that the function F is bounded below
by
√
|J | modulo extreme black hole uniqueness, in order to establish Theorem 1.1. This entails

two separate analyses to obtain asymptotics near punctures and other regimes, namely one for
the nonlinear harmonic map system (2.15) carried out in [12] and another for the linearized
equations carried out in Section 9 below. Moreover, a flow of harmonic maps Φt, for t ∈ R,

2The assumption [17, (1.5)] indicates derivative decay of k, however this is not used. Therefore (1.4) is sufficient.
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is developed based on the movement of punctures pi(t) in the direction of conical singularity
angle defects of an associated stationary vacuum spacetime. The renormalized energy E(Φt)
will be shown to monotonically nonincrease along the flow and to converge, after possible jumps
when punctures collide or scatter, to a value not less than the desired lower bound of the main
theorem.

3. The Flow of Punctures and Further Harmonic Map Analysis

Fix potential constants c1, . . . , cN+1 that give rise to the nonzero angular momenta Ji as given
by (2.7), and let z = (z1, . . . , zN ) be the z-coordinates for N distinct punctures pi on the z-axis
Γ ⊂ R3. As discussed above, for each such data set there is a unique singular harmonic map
Φz = (uz, vz) : R3 \ Γ → H2 with prescribed blow-up at punctures designated by z, and having
these given potential constants. The quantity z may be viewed as a multivariate parameter for
the harmonic maps Φz. Let z0 = (z0,1, . . . , z0,N ) with z0,1 < z0,2 < · · · < z0,N , and consider

a ball BN
ε (z0) ⊂ RN with this center, having radius ε > 0 small enough to ensure that the

components of each point in the ball remain distinct. We will denote the punctures associated
with z0 by p0i = (0, 0, z0,i) ∈ R3. According to [12, Theorems 2.1 and 2.2] we have the following
expansions for the harmonic maps Φz in a neighborhood of each puncture with z-coordinate zi,
using polar coordinates (ri, θi, ϕ) centered at this puncture, namely

(3.1) Uz = uz + ln ρ = ln ri + Ūz,i(θi) + Ũz,i, vz = v̄z,i(θi) + ṽz,i,

where there exist constants bi ∈ (−1, 1) and ai = 2Ji > 0 such that the barred functions yield
the renormalized tangent maps

Ūz,i = Ū(θi, bi) = −1

2
ln

 2ai

√
1− b2i

1 + cos2 θi + 2bi cos θi

 ,

v̄z,i = v̄(θi, bi) = ai

(
bi + bi cos

2 θi + 2 cos θi
1 + cos2 θi + 2bi cos θi

)
.

(3.2)

Although ai and the angular momentum are assumed positive here, no generality is lost as
the generic case of these local expansions may be obtained from this one by replacing vz with
±vz+ c, for some appropriately chosen constant c; this transformation yields an isometry of the
target hyperbolic space, and hence does not affect the harmonic map equations. Notice that
each (ūz,i = Ūz,i − ln sin θi, v̄z,i) is harmonic from S2 \ {N,S} → H2 where N , S represent north
and south poles, and thus provides the tangent map at the puncture. The constants bi will be
referred to as tangent map parameters. Furthermore the error terms satisfy

|Ũz,i|+ ri|∂riŨz,i|+ |∂θiŨz,i| = O(rβi
i ),

(sin θi)
−(3+ς) (|ṽz,i|+ ri|∂ri ṽz,i|) + (sin θi)

−(2+ς)|∂θi ṽz,i| = O(rβi
i ),

(3.3)

for some βi ∈ (0, 1) where ς ∈ (0, 1) is arbitrary. Similar estimates hold for higher derivatives
up to and including order three. It should be pointed out that while θi and bi are functions of
z, the ai are independent of z. Furthermore, it follows from [12, Theorem 2.3] that the relevant
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expansions near infinity (as r → ∞) are given by

(3.4) uz = − ln ρ+
c1
r

+O(r−2), vz = a1 cos θ(3− cos2 θ) + a2 +O

(
(sin θ)3+ς

r

)
,

for some constants c1, a1, a2 with corresponding fall-off for derivatives. Note that there is no
constant term in the expansion of uz due to asymptotic flatness.

The following result addresses the smooth dependence problem for the singular harmonic maps
and their corresponding tangent maps. The notation ∂zi will be used to denote differentiation
with respect to the components of the parameter z, which should be distinguished from ∂z which
represents domain differentiation with respect to the z-coordinate of R3.

Theorem 3.1. For any ς ∈ (0, 1) the map BN
ε (z0) → C3,ς

loc(R
3 \ {p1, . . . , pN},R2) given by

z 7→ (Uz, vz) is smooth, and the map BN
ε (z0) → C3,ς

loc(S
2,R2) given by z 7→ (Ūz,i, v̄z,i) is smooth

for each i = 1, . . . , N . Moreover, for any i, j ∈ {1, . . . , N} and l+ κ ≤ 3 the following estimates
hold

|∇κ(∂zjuz + δδδij∂zuz)|+ (sin θi)
κ−3−ς |∇κ(∂zjvz + δδδij∂zvz)| ≤ Cr−κ

i in Bε/2(pi) \ Γ,

|∇κ
S2∂zj ūz,i|+ (sin θi)

κ−3−ς |∇κ
S2∂zj v̄z,i| ≤ C on S2 \ {N,S},

|∇κ(∂zjuz)|+ (sin θ)κ−3−ς |∇κ(∂zjvz)| ≤ Cr−(κ+1) in R3 \
(
Γ ∪N

i=1 Bε/2(pi)
)
,

(3.5)

and

|(ri∂ri)l∇κ
S2 [(∂zjuz + δδδij∂zuz)− ∂zj ūz,i]|

+ e(3+ς−κ)uz |(ri∂ri)l∇κ
S2 [(∂zjvz + δδδij∂zvz)− ∂zj v̄z,i]| ≤ Crβ̄i in Bε/2(pi) \ Γ,

(3.6)

for some constants C and β̄ > 0 depending on ε, c1, . . . , cN+1, and
∑N

i=1 |zi|, with C depending
also on ς.

The proof of this result is presented in Section 9, and relies on two primary elements. These
include convexity estimates of the renormalized energy, derived by Schoen-Zhou [25] and Khuri-

Weinstein [17], which provide the starting point C1/2 regularity of E(Φz). Additionally, a refined
asymptotic analysis based on [12] is employed, which is detailed in Section 8.

Let ε0 > 0 be sufficiently small and consider a smooth curve of punctures z(t) ⊂ BN
ε (z0) for

t ∈ (−ε0, ε0), with z(0) = z0. Then Theorem 3.1 implies that the family of harmonic maps
Φt = (ut, vt) := (uz(t), vz(t)) is smooth in t away from the axis. We emphasize that θi and bi are
functions of t, whereas ai are independent of t. The next result essentially follows from Theorem
3.1, and its proof is also given in Section 9.

Corollary 3.2. Let (U̇t, v̇t) be the derivative with respect to t of the renormalized family of
harmonic maps. In a neighborhood of each puncture pi(t), as ri(t) → 0, we have the expansions

U̇t =

(
−z − zi

r2i
+

ρ

r2i
∂θiŪ

)
żi + ḃi∂biŪ +O(rβi−1

i ),

v̇t =
ρ

r2i
(∂θi v̄)żi + ḃi∂bi v̄ +O(rβi−1

i sin θi).
(3.7)
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Furthermore, there exists a constant C such that

(3.8) |U̇t|+
e2Ut

ρ2
|v̇t| ≤ C as ρ→ 0 away from punctures,

and

(3.9) |U̇t|+
e2Ut

ρ2
|v̇t| ≤ Cr−1 as r → ∞.

The desired curve of punctures arises from a flow guided by the tangent map parameters,
where the potential constants are held fixed according to the prescribed angular momenta.
More precisely, we require the curve to satisfy the autonomous system

(3.10)
dzi
dt

= −bi(z1, . . . , zN ), i = 1, . . . , N,

which we will refer to as the puncture flow. In the next section it is shown that when an initial
condition is given, there is a unique C2 solution for a maximal time interval. Furthermore, it
will also be established that the reduced energy is monotone along the flow, in fact when smooth
the flow implies

(3.11)
d

dt
E(Φt) = −

N∑
i=1

f(bi)bi ≤ 0

for some increasing function f with f(0) = 0. Monotonicity in the presence of collisions and
scatterings is proven in Sections 5 and 6 respectively. The relation to extreme black hole unique-
ness arises in the case that all bi vanish. More precisely, with a harmonic map Φ = (u, v) as
described, one may build a stationary vacuum spacetime on R×

(
R3 \ {p1, . . . , pN}

)
with metric

in Weyl coordinates given by (see [12, Section 2])

(3.12) g = −e2Udτ2 + ρ2e−2U (dϕ+ wdτ)2 + e−2U+2α(dρ2 + dz2),

where w is obtained from dw = 2e4uιη ⋆δδδ dv and α satisfies

(3.13) ∂ρα = ρ
[
(∂ρU)2−(∂zU)2 + e4u((∂ρv)

2−(∂zv)
2)
]
, ∂zα = 2ρ

(
∂ρU∂zU + e4u∂ρv∂zv

)
.

According to [12, Theorem 2.4], the tangent map parameter at pi is related to the logarithmic
angle defects bi+1, bi of the neighboring axis rods for the constructed spacetime, via the formula

(3.14) bi+1 − bi = ln

(
1 + bi
1− bi

)
.

Thus if all bi = 0, which indicates a stationary point for the flow of punctures, then the associated
spacetime would be devoid of conical singularities. This leads to a regular stationary vacuum
solution with multiple degenerate black holes, which would be a counterexample to the extreme
black hole uniqueness conjecture. Here we state a PDE version of the conjecture.

Conjecture 3.3. Let Φz : R3 \Γ → H2 be a singular harmonic map associated with a collection
of N > 1 distinct punctures located on the z-axis at z = (z1, . . . , zN ), and having potential
constants giving rise to nonzero angular momenta Ji at each such location. Then at least one
of the tangent map parameters bi, i = 1, . . . , N must be nonzero.
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4. Energy Monotonicity

In this section we will show that the renormalized harmonic map energy of harmonic maps
moving according to the flow (3.10) is monotonically nonincreasing, whenever the flow is smooth.
The first step is to establish a short time existence result in the next proposition. This follows
from standard ODE theory, as the functions bi used in the definition of the flow are well-behaved.
In particular, they are smooth with respect to movement of punctures due to the tangent map
statement of Theorem 3.1. We will also establish a version of this statement in the following
result using a different method.

Proposition 4.1. The tangent map parameters bi(z), i = 1, . . . , N are continuously differen-
tiable in z as long as the zi remain pairwise distinct. Consequently, given an initial condition
z(0) with zi(0) < zi+1(0) there exists a maximal time T > 0 (possibly infinite) and a unique
C2
(
[0, T ),RN

)
solution z(t) of the initial value problem corresponding to the puncture flow

(3.10). The solution satisfies zi(t) < zi+1(t) for all i and t ∈ [0, T ), and the maximal time if
finite is characterized by the property that either

(4.1) lim sup
t→T

(zj+1(t)− zj(t)) = ∞, or lim inf
t→T

(zj+1(t)− zj(t)) = 0,

for some j ∈ {1, . . . , N − 1}.

Proof. Consider the harmonic map Φz = (uz, vz) with punctures pi designated by z, and having
fixed potential constants. We may view z as a multivariate parameter for the harmonic maps
Φz. Let z(0) = z0 have distinct components, and take a ball BN

ε (z0) ⊂ RN where ε > 0 is small
enough to ensure that the components of each point remain distinct. According to Theorem 3.1,
the map BN

ε (z0) → C3,ς(R3 \ Γε,R2) given by z 7→ (Uz, vz) is continuously differentiable, where
Uz = uz + ln ρ and Γε = Γ ∩

(
∪N
i=1Bε(p

0
i )
)
.

By [12, Theorem 2.4] we have the following relation between the tangent map parameter at the
ith puncture and the difference of logarithmic angle defects associated with the two neighboring
axis rods

(4.2) bi(z) = tanh

(
bi+1(z)− bi(z)

2

)
,

which follows from (3.14). Moreover, [12, (2.12)] shows that the logarithmic angle defect of an
axis rod agrees with the spacetime metric coefficient αz of (3.13) restricted to the rod; this value
is constant along the rod. Thus, if γi is a semi-circle in the ρz-half plane centered at puncture
p0i of radius 2ε and connecting points p̃i, p̃i+1 of the neighboring axes Γi, Γi+1, then

(4.3) bi+1(z)− bi(z) = αz(p̃i+1)−αz(p̃i) =

∫
γi

dαz =: Ii(z).

Note that ε may be chosen small enough so that the curves γi enclose no other initial puncture
except p0i . It suffices then to show that Ii(z) is continuously differentiable for z ∈ BN

ε (z0).
In what follows the dependence on z will be suppressed for clarity, and a dot will be used

to denote partial differentiation with respect to the z-parameters. Observe that by formally
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differentiating the expression (4.3) we obtain

1

2
İi(z) =

∫
γi

ρ
[
∂ρU∂ρU̇−∂zU∂zU̇+2U̇e4u

(
(∂ρv)

2−(∂zv)
2
)
+e4u (∂ρv∂ρv̇−∂zv∂z v̇)

]
dρ

+

∫
γi

ρ
[
∂ρU̇∂zU + ∂ρU∂zU̇ + 4U̇e4u∂ρv∂zv + e4u (∂ρv̇∂zv + ∂ρv∂z v̇)

]
dz,

(4.4)

with the help of (3.13). Although e4u blows-up upon approach to the axis Γ, this formula is
valid. To see this, let s ∈ [0, 1] parameterize the curve γi and denote by hz(s) the integrand
of Ii(z), then the following properties are satisfied. First, it is clear that hz is an integrable

function of s for each z ∈ BN
ε (p0). Secondly, for almost all s ∈ [0, 1] the partial derivative ḣz

exists for all z ∈ BN
ε (z0), by virtue of Theorem 3.1; in fact, this holds for all s except at the end

points s = 0, 1 and the expression for ḣz is as in (4.4). Thirdly, there is an integrable function

h̄ of s such that |ḣz(s)| ≤ h̄(s) for all z ∈ BN
ε (z0) and s ∈ (0, 1). The function h̄ may be taken

to be an appropriate constant away from the endpoints, and near s = 0, 1 it suffices to choose
h̄(s) ∼ ρ(s)−1/2. The reason such an h̄ dominates is due to Theorem 3.1 which implies that U̇ ,

∇U̇ , and ∇v̇ are continuous on [0, 1] × BN
ε (z0), as well as [19, Theorem 1.1] which yields the

same for U , ∇U , and ∇v in addition to the asymptotics v = ci + O1(ρ
7/2) as ρ → 0 near p̃i

(similarly for p̃i+1). In particular, the only terms within (4.4) which potentially blow-up upon
approach to Γ, admit the estimate

(4.5) ρe4u |∂ρv∂ρv̇ − ∂zv∂z v̇| ≤ Cρ−1/2

where the constant C is independent of z ∈ BN
ε (z0), showing that h̄ bounds the integrand as

desired. We may now differentiate under the integral and establish (4.4). Furthermore, similar

arguments show that İi(z) is continuous on the ε-ball. It then follows from (4.2) and (4.3) that
bi(z) is continuously differentiable as long as the components of z remain distinct.

Standard ODE theory now yields local in time existence and uniqueness of a C2 solution z(t),
in which the components remain pairwise distinct. If T ∈ (0,∞) denotes the maximal time of
existence, and neither of the behaviors in (4.1) occur, then the functions bi(z(t)) are uniformly
bounded on [0, T ]. It follows that the solution may be smoothly extended to t = T , and local
existence may be applied once more to contradict the maximality of T . Thus, we conclude that
either the solution exists for all time or the maximal time of existence may be characterized by
(4.1). □

We will now proceed to show that the renormalized energy E(Φt) is monotonic along the flow
(3.10). This will require several preliminary lemmas. Let ϵ, δ, λ > 0 be parameters with δ << ϵ
and define domains of the form

(4.6) Ωt
ϵ,δ,λ = {(ρ, z, ϕ) ∈ R3 | ρ > δ, ri > ϵ, i = 1, . . . , N} ∩Bλ,

where ri is the Euclidean distance to the puncture pi(t). This domain is the region inside the
ball of radius r = λ centered at the origin, outside the cylinder of radius δ around the z-axis,
and outside the balls of radius ϵ centered at the punctures pi(t). The boundary of this region
is the union of a large sphere with discs removed at the north and south poles Sλ,δ, a collection
of cylinders Ct

δ,ϵ,λ,i, i = 1, . . . , N + 1 in one-to-one correspondence with axis rods, and small

spheres with discs removed at the north and south poles St
ϵ,δ,i, i = 1, . . . , N . Figure 1 provides
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a pictorial representation that is projected onto the ρz-half plane and reflected across the axis.
Note that Ct

δ,ϵ,λ,i is independent of λ when i = 2, . . . , N . Consider the renormalized harmonic

map energy restricted to these domains, denoted EΩt
ϵ,δ,λ

(Φt). The strategy will be to differentiate

this quantity with respect to t, and then integrate by parts thereby reducing the problem to
an analysis of boundary terms. Although a special class of exhaustion domains is used for this
purpose, which is chosen to simplify computations, the main result (Theorem 4.8) does not
depend on this choice since the renormalized energy density is integrable on R3.

The movement of Ωt
ϵ,δ,λ in time may be obtained from the action of a 1-parameter family

of diffeomorphisms applied to a fixed initial domain, such that the associated flow vector field
takes the form Z = h∂z where h is a smooth function on R3 which vanishes except near the
punctures pi(t), and in a sufficiently small neighborhood of these points h = żi(t). According
to Corollary 3.2 and Proposition 4.1, the 1-parameter family of harmonic maps Φt = (ut, vt) is

continuously differentiable in t away from the axis, and Φ̇t ∈ C2(Ωt
ϵ,δ,λ,R2). Since the domains

are bounded and removed from the axis, we may differentiate under the integral using Leibniz’s
rule and utilize the harmonic map equations to find

d

dt
EΩt

ϵ,δ,λ
(Φt) =

∫
Ωt

ϵ,δ,λ

(
2∇U̇t · ∇Ut + 4

e4Ut

ρ4
U̇t|∇vt|2 + 2

e4Ut

ρ4
∇v̇t · ∇vt

)
dx

+

∫
∂Ωt

ϵ,δ,λ

(
|∇Ut|2 +

e4Ut

ρ4
|∇vt|2

)
ιZdx

=

∫
∂Ωt

ϵ,δ,λ

2

(
U̇t∇νUt +

e4Ut

ρ4
v̇t∇νvt

)
dA+

∫
∂Ωt

ϵ,δ,λ

(
|∇Ut|2 +

e4Ut

ρ4
|∇vt|2

)
ιZdx

=

∫
Sλ,δ︸︷︷︸

I1(λ,δ)

+
N+1∑
i=1

∫
Ct

δ,ϵ,λ,i︸ ︷︷ ︸
It2(δ,ϵ,λ,i)

+
N∑
i=1

∫
St
ϵ,δ,i︸ ︷︷ ︸

It3(ϵ,δ,i)

2

(
U̇t∇νUt +

e4Ut

ρ4
v̇t∇νvt

)
dA

+
N∑
i=1

∫
St
ϵ,δ,i︸ ︷︷ ︸

It4(ϵ,δ,i)

(
|∇Ut|2 +

e4Ut

ρ4
|∇vt|2

)
ιZdx,

(4.7)

where ν is the unit outer normal to the boundary, and ιZ denotes interior product. In the next
four lemmas, exhaustion limits for each of the integrals I1, I

t
2, I

t
3, and It4 will be evaluated.

Lemma 4.2. For each δ > 0 we have limλ→∞ I1(λ, δ) = 0.

Proof. It suffices to show that the integrand is o(r−2). By [12, Theorem 2.3] and (3.9) of
Corollary 3.2, there exists a constant C such that for all r large enough

(4.8) |Ut| ≤ C, |∇Ut|+
|∇vt|
ρ2

≤ C

r2
, |U̇t|+

|v̇t|
ρ2

≤ C

r
,

from which the desired result follows. □

Lemma 4.3. For each ϵ > 0 and i = 1, . . . , N + 1 we have

(4.9) lim
δ→0

lim
λ→∞

It2(δ, ϵ, λ, i) = 0.
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Sǫ,δ,2

Sǫ,δ,1

Sλ,δ

Ωǫ,δ,λ

Cδ,ǫ,λ,3

Cδ,ǫ,λ,2

Cδ,ǫ,λ,1

Γ3

Γ2

Γ1

p2

p1

Figure 1. Domain of integration and boundary components.

Proof. First consider the case i = 2, . . . , N , in which It2(δ, ϵ, λ, i) = It2(δ, ϵ, i) is independent of
λ. Since the areas of the relevant cylinders Ct

δ,ϵ,λ,i are O(δ) as δ → 0, it suffices to show that

the integrands are O(1). For fixed ϵ > 0, observe that [12, Theorem 2.1], [19, Theorem 1.1], and
(3.8) of Corollary 3.2 imply the existence of a constant C such that

(4.10) |Ut| ≤ C, |∇Ut|+
|∇vt|
ρ2

≤ C, |U̇t|+
|v̇t|
ρ2

≤ C,

yielding the desired result.
Consider now the case when i = 1, N + 1. Since the areas of the relevant cylinders Ct

δ,ϵ,λ,i

are O(δλ), it suffices to show that the integrands are O(r−2). For fixed ϵ > 0, observe that [12,
Theorem 2.3] and (3.9) of Corollary 3.2 imply that for all r large enough

(4.11) |Ut| ≤ C, |∇Ut|+
|∇vt|
ρ2

≤ C

r2
, |U̇t|+

|v̇t|
ρ2

≤ C

r
,

where C is independent of δ. The desired result now follows. □

Lemma 4.4. For each i = 1, . . . , N we have

(4.12) lim
ϵ→0

lim
δ→0

It3(ϵ, δ, i) = −f3(bi)bi,

where f3(b) is defined by (4.23).

Proof. According to [12, Theorem 2.1 and 2.2], expansions for the harmonic map Φt are given
by (3.1)-(3.3) in a neighborhood of each puncture. Next observe that by Proposition 4.1 we
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have ḃi∂biŪt = O(1) and ḃi∂bi v̄t = O(1) as ri → 0. Thus, (3.7) of Corollary 3.2 implies that on
St
ϵ,δ,i the following asymptotic profiles hold

U̇t∂riUt =

[(
−(z − zi)

r2i
+

ρ

r2i
∂θiŪt

)
żi + ḃi∂biŪt +O(rβi−1

i )

] [
1

ri
+O(rβi−1

i )

]
= −(z − zi)

r3i
żi +

ρ

r3i
(∂θiŪt)żi +O(rβi−2

i ),

(4.13)

e4Ut

ρ4
v̇t∂rivt =

1

sin4 θi

1 + cos2 θi + 2bi cos θi

2ai

√
1− b2i

2

+O(rβi
i )


·
[
sin θi
ri

(∂θi v̄t)żi + ḃi∂bi v̄t +O(rβi−1
i sin θi)

]
O(rβi−1

i (sin θi)
7/2)︸ ︷︷ ︸

∂rivt

= O((sin θi)
−1/2rβi−2

i ).

(4.14)

We now let δ → 0 and integrate over the spheres St
ϵ,i on which ri = ϵ, and note that the first

term on the right-hand side of (4.13) integrates to zero due to symmetry. Since

(4.15) ∂θiŪ = − sin θi (cos θi + bi)

1 + cos2 θi + 2bi cos θi

by (3.2), it follows that

lim
δ→0

∫
St
ϵ,δ,i

2

(
U̇t∇νUt +

e4Ut

ρ4
v̇t∇νvt

)
dA = −4πżi

∫ π

0
(∂θiŪ) sin2 θidθi +O(ϵβi)

= −f3(bi)bi +O(ϵβi),

(4.16)

where f3 is defined in Lemma 4.7 and we have used (3.10). Letting ϵ → 0 now produces the
desired result. □

Lemma 4.5. For each i = 1, . . . , N we have

(4.17) lim
ϵ→0

lim
δ→0

It4(ϵ, δ, i) = −f4(bi)bi,

where f4(b) is defined by (4.23).

Proof. Observe that on St
ϵ,δ,i a direct computation produces

(4.18) ιZdx = żidx ∧ dy = −żir2i sin θi cos θidϕi ∧ dθi.
Furthermore, (3.1)-(3.3) imply that in a neighborhood of the ith puncture

|∇Ut|2 = (∂riUt)
2 + r−2

i (∂θiUt)
2

=
(
r−1
i +O(rβi−1

i )
)2

+ r−2
i

(
∂θiŪt +O(rβi

i )
)2

= r−2
i

(
1 + (∂θiŪt)

2
)
+O(rβi−2

i ),

(4.19)
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e4Ut

ρ4
|∇vt|2 = e4ut

(
(∂rivt)

2 + r−2
i (∂θivt)

2
)

=
[
e4ūt +O((sin θi)

−4rβi
i )
]

·
[
O((sin θi)

3+ςrβi−1
i )2 + r−2

i

(
∂θi v̄t +O((sin θi)

2+ςrβi
i )
)2]

= r−2
i e4ūt(∂θi v̄t)

2 +O(rβi−2
i ).

(4.20)

Therefore, integrating over the surface with respect to the induced boundary orientation yields

lim
δ→0

∫
St
ϵ,δ,i

(
|∇Ut|2 +

e4Ut

ρ4
|∇vt|2

)
ιZdx

=− 2πżi

∫ π

0

(
1 + (∂θiŪ)2 + e4ū(∂θi v̄)

2
)
sin θi cos θidθi +O(ϵβi)

=− f4(bi)bi +O(ϵβi).

(4.21)

In the last step we used (4.15), together with the relation e4ū∂θi v̄ = −(2ai sin θi)
−1 from [12,

(4.5)], to obtain

(4.22) 1 + (∂θiŪ)2 + e4ū(∂θi v̄)
2 =

2(1 + bi cos θi)

1 + cos2 θi + 2bi cos θi
.

Letting ϵ→ 0 now produces the desired result. □

Remark 4.6. We point out that the estimates in the proofs of the preceding three lemmas are
uniform in t, for t in a sufficiently small neighborhood of any given value t0 for which z(t0) has
pairwise distinct components.

Lemma 4.7. Let

(4.23) f3(b) = 4π

∫ π

0

sin3 θ (cos θ + b)

1 + cos2 θ + 2b cos θ
dθ, f4(b) = −4π

∫ π

0

(1 + b cos θ) sin θ cos θ

1 + cos2 θ + 2b cos θ
dθ.

Then f3(0) = f4(0) = 0 and f ′3(b), f
′
4(b) > 0 for all −1 < b < 1.

Proof. When b = 0 the integrands, after translation by π/2 to the left, become odd functions
and hence f3(0) = f4(0) = 0. Next observe that for each b ∈ (−1, 1) a direct computation shows

(4.24) f ′3(b) = 4π

∫ π

0

sin5 θ

(1 + cos2 θ + 2b cos θ)2
dθ, f ′4(b) = 4π

∫ π

0

sin3 θ cos2 θ

(1 + cos2 θ + 2b cos θ)2
dθ

from which the desired results follows. □

We are now ready to establish the main result of this section. We will utilize an elementary
fact concerning the interchange of derivatives and limits. Recall that if {hn} is a sequence of
continuously differentiable functions on a bounded interval I such that {hn(t∗)} converges for
some t∗ ∈ I, and {h′n} is uniformly convergent on I, then {hn} converges uniformly on the same
interval to a continuously differentiable function h with h′(t) = limn→∞ h′n(t) for all t ∈ I.
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Theorem 4.8. Let z(t) be a solution of the puncture flow (3.10) for t ∈ [0, T ) provided by
Proposition 4.1, and consider the 1-parameter family of harmonic maps Φt = Φz(t). Then the
flow of reduced energy E(Φt) is continuously differentiable and monotonically nonincreasing on
[0, T ).

Proof. Set Ωt
ϵ,δ = Ωt

ϵ,δ,∞, and observe that since the renormalized energy densities of the har-

monic maps are globally integrable, we have that EΩt
ϵ,δ,λ

(Φt) → EΩt
ϵ,δ
(Φt) as λ → ∞ for all

t ∈ [0, T ). Then with the aid of Remark 4.6, upon letting λ → ∞ in (4.7) we may interchange
derivative and limit and apply Lemma 4.2 to find that EΩt

ϵ,δ
(Φt) is continuously differentiable in

t with

(4.25)
d

dt
EΩt

ϵ,δ
(Φt) = lim

λ→∞

d

dt
EΩt

ϵ,δ,λ
(Φt) = lim

λ→∞

N+1∑
i=1

It2(δ, ϵ, λ, i) +
N∑
i=1

It3(ϵ, δ, i) +
N∑
i=1

It4(ϵ, δ, i).

Next set Ωt
ϵ = Ωt

ϵ,0 and note that in a similar manner, using now Lemma 4.3, we have that

EΩt
ϵ
(Φt) is continuously differentiable in t with

(4.26)
d

dt
EΩt

ϵ
(Φt) = lim

δ→0

d

dt
EΩt

ϵ,δ
(Φt) = lim

δ→0

N∑
i=1

(
It3(ϵ, δ, i) + It4(ϵ, δ, i)

)
.

Finally, interchanging derivative and limit one more time while letting ϵ → 0 shows that E(Φt)
is continuously differentiable in t, and employing Lemmas 4.4 and 4.5 yields

(4.27)
d

dt
E(Φt) = lim

ϵ→0

d

dt
EΩt

ϵ
(Φt) = lim

ϵ→0
lim
δ→0

N∑
i=1

(
It3(ϵ, δ, i) + It4(ϵ, δ, i)

)
= −

N∑
i=1

f(bi) bi ≤ 0,

where f = f3 + f4 and the last inequality follows from Lemma 4.7. □

5. Collision of Punctures

Consider the 1-parameter family of harmonic maps Φt = (ut, vt) := (uz(t), vz(t)) with fixed
potential constants, defined by the flow of punctures (3.10). Let zi(t), 1 ≤ i ≤ N denote the
z-coordinate of the i-th puncture at time t, and assume that z1(0) < · · · < zN (0). According to
Theorem 3.1 and Proposition 4.1, this family of maps is continuously differentiable in time away
from the axis for t ∈ [0, T ). At time T (which may be infinite), at least one of the possibilities
from (4.1) occurs. In the latter case, namely when lim inft→T (zj+1(t)− zj(t)) = 0 for some
j ∈ {1, . . . , N − 1}, we say that two (or more) adjacent punctures zj < zj+1 collide at time T .
Note that more than two punctures can collide at time T in a single location, or in multiple
locations simultaneously. In this section we will treat the case in which no scattering occurs,
that is, when the first possibility of (4.1) does not happen. With this setting, after possibly
translating in the z-direction, we may assume without loss of generality that the set of punctures
remains within a fixed compact set for all time. Hence, there is a sequence of times tn → T
such that limn→∞ zi(tn) = z∗i for all i, and zj(tn) eventually collides with zj+1(tn) for some j.
Note that the neighboring jth punctures collide if and only if z∗j = z∗j+1, in which case we call

z∗j a collision location. The collection of values {z∗1 , . . . , z∗N}, which has at most N − 1 distinct
elements, is referred to as the collision configuration. Consider a harmonic map Φ∗ having the
set of punctures given by {z∗1 , . . . , z∗N} and with the same potential constants on the rods that
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remain; this will be referred to as the collision configuration map. We point out that different
sequences tn → T may result in different collision configurations and collision configuration
maps. Nevertheless, the limiting renormalized energy is the same for all sequences, that is
limt→T E(Φt) exists in light of the monotonicity provided by Theorem 4.8. The proposition
below contains the primary result of this section, which will allow the flow to ‘pass through’ the
maximal time of existence when a collision happens, while maintaining the desired monotonicity
property with the use of collision configuration maps.

Proposition 5.1. Let Φt be the 1-parameter family of harmonic maps with fixed potential con-
stants defined by the flow of punctures (3.10), in which a collision occurs at the limiting time
T , with no scattering. If Φ∗ is a collision configuration map described above, then

(5.1) E(Φ∗) ≤ lim
t→T

E(Φt).

Proof. Let {tn} be a sequence of times with tn → T , which leads to a collision configuration
{z∗1 , . . . , z∗N} and the associated collision configuration map Φ∗. For convenience denote Φn =
Φtn . We claim that

(5.2) Φn → Φ∗ in C3 away from the axis,

and that for any ϵ > 0 there is an nϵ large enough such that the renormalized energies satisfy

(5.3) E(Φ∗) < E(Φnϵ) + ϵ.

A simple limit as ϵ→ 0 in (5.3) then yields (5.1). The rest of the proof is devoted to the proof
of (5.2) and (5.3).

For each n, consider a harmonic map Ψn having the same punctures as Φn except for the
colliding punctures which are replaced by the corresponding set of collision locations, and hav-
ing the same potential constants on the rods that remain. The maps Ψn are called auxiliary
collision configuration maps. The punctures at collision locations within Ψn have absorbed all
the colliding punctures from Φn, and it follows from (2.7) that the resulting angular momentum
at any collision location is the sum of all the angular momenta from punctures colliding at that
point. With Φ∗ given as the harmonic map associated with the collision configuration, then
observe that Theorem 3.1 implies

(5.4) Ψn → Φ∗ in C3 away from the axis,

since no collisions occur in the sequence Ψn.
We will construct a model map Ξn for Φn which coincides with Ψn outside a fixed compact set.

This will lead to an upper bound on the hyperbolic distance dH2(Φn,Ψn) which is independent
of n, and will allow us to argue that Φn → Φ∗ uniformly on compact subsets of R3 \ Γ. Recall
that a model map [16, Definition 4.1] for Φ is a map Ξ: R3 \Γ → H2 which is asymptotic to Φ in
the sense that dH2(Φ,Ξ) is bounded and tends to zero at infinity, and such that its tension τ(Ξ)
is bounded and satisfies |τ(Ξ)| ≤ −∆w, for some positive function w ∈ C2(R3) which tends to
zero at infinity. In order not to encumber the notation, we will omit the subscript n until the
L∞-bound has been obtained.

The construction of the model map, and the estimation of its tension will proceed in three
cases. We will first consider the case where there is only one collision, and only two colliding



18 HAN, KHURI, WEINSTEIN, AND XIONG

p1

p2

Bη(p1)

AS ∩ Bδ/2

Figure 2. Case 1: collision of two punctures.

punctures. We will then consider the case where there is one collision location but possibly more
than two colliding punctures. Finally, we will treat the general case.

Case 1. Consider the situation in which only two punctures collide, and denote for convenience
the two colliding punctures by p1, p2 with z-coordinates z1 < z2. Without loss of generality
it may be assumed that the midpoint between these two punctures occurs at the origin. Set
η = (z2 − z1)/4 and let Bi = Bη(pi) be the ball of radius η centered at pi; clearly B1 ∩B2 = ∅.
For any δ > 0, n may be taken large enough and hence η small enough to guarantee that the
union of these two balls lies within the δ/4-ball centered at the origin, and to guarantee that
the collision location lies within Bδ/4. We define the model map by

(5.5) Ξ = (u, v) = χ0Θ0 + χ1Θ1 + χ2Θ2,

where Θi = (ui, vi), i = 1, 2 are the corresponding extreme Kerr maps associated with each
pi, and we have denoted the mutli-extreme Kerr auxiliary collision configuration map Ψ by
Θ0 = (u0, v0) for uniformity. Furthermore, 0 ≤ χi ≤ 1 are cut-off functions described as follows.
Let (r, θ, ϕ) be polar coordinates centered at the origin, and take 0 ≤ χ̃1, χ̃2 ≤ 1 to be functions
of θ alone such that χ̃1 + χ̃2 = 1 and χ̃i = 1 in Bi. For instance these may be chosen so that
χ̃1 = 0 for 0 ≤ θ ≤ π/4, and χ̃1 = 1 for 3π/4 ≤ θ ≤ π. Then take χ0 to be a nonnegative
function of r alone such that χ0 = 0 in Bδ/2, and χ0 = 1 outside Bδ, and set χi = (1 − χ0)χ̃i,
i = 1, 2. See Figure 2 for a diagram of the regions involved as well as other regions detailed
below.
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First note that the tension τ(Ξ) vanishes except in an annulus A and the portion of a sector
S ∩Bδ/2 where

(5.6) S = {(r, θ, ϕ) ∈ R3 | π/4 < θ < 3π/4}, A = {(r, θ, ϕ) ∈ R3 | δ/2 < r < δ}.

In regions where it is nonzero we seek to bound the four quantities labelled by Roman numerals
from

(5.7)

|τ(Ξ)| =
√

|∆u− e4u|∇v|2|2 + e4u|∆v + 4∇u · ∇v|2

≤ 2
(
|∆u|+ e4u|∇v|2 + e2u|∆v|+ 4e2u|∇u · ∇v|

)
=: I+ II+ III+ IV,

where the tension norm is with respect to the hyperbolic space metric. We begin by estimating
the tension in S ∩ Bδ/2, term by term. Observe that in this region χ0 = 0, hence χi = χ̃i for
i = 1, 2 and Ξ is a combination of only Θ1 and Θ2. Since χ̃2 = 1− χ̃1 we find that

(5.8) I ≤ |∆χ1||u1 − u2|+ 2|∇χ1||∇(u1 − u2)|+ χ1|∆u1|+ χ2|∆u2|.

The first term of (5.8) may be estimated by C/r2, where here and in what follows C represents
a constant independent of η (or rather n) and of δ. This follows from |∆χ1| ≤ C/r2 and
|u1 − u2| ≤ C, with the latter inequality arising from (3.1) together with the leading term
inequality | ln r1− ln r2| ≤ ln 5 outside B1∪B2 which is shown in Corollary A.2; r1 and r2 denote
the distances to p1 and p2 respectively. Similarly, the second term satisfies the same bound since
|∇χ1| ≤ C/r, and |∇u1 −∇u2| ≤ C(1/r1 + 1/r2) ≤ C/r outside B1 ∪B2. Moreover, (3.1)-(3.3)
imply that the last two terms satisfy |∆ui| ≤ C/r2 outside B1 ∪ B2. It follows that I ≤ C/r2.
Term III in (5.7) is handled analogously to I and thus satisfies the same estimate, using the fact
that e2u|v1 − v2|, re2u|∇vi|, and r2e2u|∆vi| are uniformly bounded in S ∩Bδ/2 as a consequence
of Lemma 5.2 below.

Consider now term IV and use the expression

(5.9) ∇u = (u1 − u2)∇χ1 + χ1∇u1 + χ2∇u2,

as well as a similar expression for v to find

∇u · ∇v = (u1 − u2)(v1 − v2)|∇χ1|2 + χ2
1∇u1 · ∇v1 + χ2

2∇u2 · ∇v2
+ (u1 − u2)(χ1∇χ1 · ∇v1 + χ2∇χ1 · ∇v2)
+ (v1 − v2)(χ1∇χ1 · ∇u1 + χ2∇χ1 · ∇u2)
+ χ1χ2(∇u1 · ∇v2 +∇u2 · ∇v1).

(5.10)

When multiplied by e2u each term on the right-hand side of (5.10) is bounded by C/r2 in
S ∩Bδ/2, as can be seen from the uniform boundedness in this region of the following quantities

discussed in the previous paragraph: |u1 − u2|, e2u|v1 − v2|, r|∇ui|, re2u|∇vi| for i = 1, 2. Term
II of (5.7) may be handled similarly replacing ∇u with e2u∇v. Therefore we conclude that

(5.11) |τ(Ξ)| ≤ C

r2
in Bδ/2

for some constant C independent of η and δ, since the tension vanishes on Bδ/2 \ S.
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Turning now our attention to the annulus A, note that away from the axis in this region

Θ̃ = χ̃1Θ1 + χ̃2Θ2 = (ũ, ṽ) is bounded. We can perform a computation similar to (5.7), (5.8)
utilizing

(5.12) Ξ = χ0Θ0 + (1− χ0)Θ̃

with u1 replaced by ũ and u2 replaced by u0, to obtain quantities analogous to I–IV which will
be denoted with the same notation. The analogue of (5.8) becomes

(5.13) I ≤ |∆χ0||ũ− u0|+ 2|∇χ0 · ∇(ũ− u0)|+ (1− χ0)|∆ũ|+ χ0|∆u0|.
As a consequence of Lemma A.3 we have that |ũ− u0| is uniformly bounded outside Bδ/2, and

moreover |∆χ0| ≤ C/δ2 ≤ C/r2 in A. To estimate the gradient term note that (3.1)-(3.3) yield

(5.14) ũ− u0 = χ̃1 ln r1 + χ̃2 ln r2 − ln r +O1(1),

and since χ̃i are independent of r while χ0 is a function of r alone, we obtain

(5.15) |∇(ũ− u0) · ∇χ0| ≤
(
|χ̃1∇ ln r1 + χ̃2∇ ln r2 −∇ ln r|+O(r−1)

)
|∇χ0| ≤

C

r2
.

Furthermore, as indicated above |∆ui| ≤ C/r2, i = 1, 2 outside of B1 ∪ B2 and hence on A;
the same is true also for i = 0. Therefore the last two terms of (5.13) admit the inverse square
estimate by routine computations. Putting this together then produces I ≤ C/r2 on A. As
before, term II admits the desired estimate using a version of (5.10), together with the fact that
e2u|ṽ − v0| and re2u(|∇ṽ|+ |∇v0|) are uniformly bounded in A by Lemma 5.3 below. However,
since the estimates for ∆v0 in this same lemma involve a nonzero ς, we cannot directly follow
the approach used in S ∩ Bδ/2 for III. Instead, terms III and IV of (5.7) will be replaced by

e2u|∆v + 4∇u · ∇v|. Observe that a calculation similar to that of (5.13) in which u is replaced
by v, combined with the estimates of Lemma 5.3 yields

(5.16) e2u∆v = e2uχ0∆v0 +O
(

1
r2

)
in A. Moreover a computation, along with (3.1)-(3.3), and again Lemma 5.3 show that in this
region

∇u · ∇v = χ0∇u0 · ∇v0 + (v0 − ṽ)∇u0 · ∇χ0 + (1− χ0)∇u0 · ∇ṽ
+∇[(1− χ0)(Ũ − U0)] · ∇[ṽ + χ0(v0 − ṽ)]

= χ0∇u0 · ∇v0 +O
(
e−2u

r2

)
,

(5.17)

where Ũ = ũ+ ln ρ and U0 = u0 + ln ρ. Therefore since (u0, v0) is harmonic we find that

(5.18) e2u|∆v + 4∇u · ∇u| ≤ C

r2
,

where C is independent of η and δ. Thus, the tension of Ξ satisfies the same estimate of (5.11)
within the annulus A.

At this stage notation indicating the dependence on n will be reintroduced. We may summa-
rize what has been established with the following properties of the model map tension

(5.19) |τ(Ξn)| ≤
C

r2
on Bδ \ Γ, |τ(Ξn)| = 0 on (R3 \Bδ) \ Γ,
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where C is a constant independent of n and δ. Let

(5.20) Λ(Φn,Ξn) =
√

1 + dH2(Φn,Ξn)2

and observe that by [30, Lemma 1] we have

(5.21) ∆Λ(Φn,Ξn) ≥ −|τ(Ξn)| ≥
{
− C

r2
on Bδ \ Γ

0 on (R3 \Bδ) \ Γ
.

Now define a radial function

(5.22) w(r) =


C ln

(
δ

r

)
+ C on Bδ

Cδ

r
on R3 \Bδ

,

and note that w ∈ C1,1(R3 \ {0}) with

(5.23) ∆w =

−C

r2
on Bδ

0 on R3 \Bδ

,

from which it follows that

(5.24) ∆ (Λ(Φn,Ξn)− w) ≥ 0 on R3 \ (Γ ∪ ∂Bδ) .

Although this inequality is satisfied only outside the axis Γ ∪ ∂Bδ, [28, Lemma 8] implies it is
satisfied weakly on all of R3 so that the maximum principle applies. Since Φn and Ξn are as-
ymptotic by Lemma A.4 and Remark A.5, we find that Λ(Φn,Ξn)−w → 1 at infinity. Moreover,
Λ(Φn,Ξn) − w < 0 on the boundary of a small enough ball centered at the origin. Hence, the
maximum principle then yields the L∞-bound

(5.25) dH2(Φn,Ψn) = dH2(Φn,Ξn) ≤
√
w(w + 2) =

√
Cδ(Cδ + 2r)

r
on R3 \ (Bδ ∪ Γ),

where C is independent of n and δ.

Case 2. Consider the situation in which there is only a single collision location with multiple
punctures colliding, and for convenience denote the z-coordinates of theN1 punctures pi colliding
at the one location by z1 < · · · < zN1 . Without loss of generality it may be assumed that∑N1

i=1 zi = 0. Let z0,i = (zi+1+zi)/2, η = 1/4 ·min1≤i≤N1−1(zi+1−zi), and Bi = Bη(pi). Clearly
the balls B1, . . . , BN1 are mutually disjoint. Now set ϑ = π

2(N1−1) and for i = 1, . . . , N1−1 define

the sectors

(5.26) Si = {(r̃i, θ̃i, ϕ) ∈ R3 | 3π
4 − iϑ < θ̃i <

3π
4 − (i− 1)ϑ},

where (r̃i, θ̃i, ϕ) are polar coordinates centered at the point p̃i ∈ Γ with z-coordinate z0,i. The

sectors Si are mutually disjoint, and are also disjoint from the balls ∪N1
i=1Bi. We will denote

the components of the complement of ∪N1−1
i=1 Si by T1, . . . , TN1 in order of increasing z. For

each i = 1, . . . , N1 construct cut-off functions χ̃i ≥ 0 satisfying the following properties: χ̃i is a
function of only θ̃i in Si and is a function of only θ̃i−1 in Si−1, with χ̃i = 1 in Ti, χ̃i + χ̃i+1 = 1
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in Si, and
∑N1

i=1 χ̃i = 1 globally. Motivated by the arguments from Case 1, the model map will
be taken in the form

(5.27) Ξ = (u, v) = χ0Θ0 + χ1Θ1 + · · ·+ χN1ΘN1 ,

where χ0 is a nonnegative function of r alone which vanishes in Bδ/2 and equals 1 outside Bδ,
and χi = (1 − χ0)χ̃i so that

∑
χi = 1. As before n may be taken large enough to guarantee

that ∪N1
i=1Bi and the collision location lie within Bδ/4, where r respectively Bδ are the Euclidean

distance and δ-ball centered at the origin which serves as the center of mass of the punctures.
Moreover Θi, i = 1, . . . , N1 denotes the extreme Kerr harmonic map associated with each col-
liding puncture, and Θ0 is the multi-extreme Kerr auxiliary collision configuration map Ψ.

The tension τ(Ξ) vanishes except possibly in the regions Si ∩ Bδ/2 and A = Bδ \ Bδ/2. Note
that in each sector Si only two of the cut-off functions, χ̃i and χ̃i+1, are ever nonconstant.
Therefore, a straightforward generalization of the arguments leading to the tension estimate
(5.11) in Bδ/2 apply here to yield the same bound with 1/r2 replaced by

∑N1−1
i=1 1/r̃2i . Similarly,

minor modifications to the methods of Case 1 provide the same estimate with 1/r2 in the annulus
A. Since r̃i is comparable with r inside A it follows that

(5.28) |τ(Ξn)| ≤ C

N1−1∑
i=1

1

r̃2i
on Bδ \ Γ, |τ(Ξn)| = 0 on (R3 \Bδ) \ Γ,

where C is a constant independent of n and δ. Define radial functions wi ∈ C1,1(R3 \ {p̃i}),
i = 1, . . . N1 − 1 by

(5.29) wi(r̃i) =


C ln

(
2δ

r̃i

)
+ C on B2δ(p̃i)

2Cδ

r̃i
on R3 \B2δ(p̃i)

,

and note that as in (5.21)-(5.24) we have

(5.30) ∆

(
Λ(Φn,Ξn)−

N1−1∑
i=1

wi

)
≥ 0 on R3 \

(
Γ ∪N1−1

i=1 ∂B2δ(p̃i)
)
.

The weak maximum principle argument may then be applied as before to obtain

(5.31) dH2(Φn,Ψn) = dH2(Φn,Ξn) ≤
√
w(w + 2) ≤

√
Cδ(Cδ + 2r)

r
on R3 \ (B3δ ∪ Γ),

where w =
∑N1−1

i=1 wi for some constant C is independent of n and δ.

Case 3. Consider now the situation in which there are simultaneous collisions at k > 1
separate locations, with punctures pi having z-coordinates z1 < · · · < zN1 colliding at the first
location, those labelled by zN1+1 < · · · < zN2 colliding at the second location and so on, up
to those labelled by zNk−1+1 < · · · < zNk

colliding at the kth location. For convenience of
notation the indices moving from one collision group to another are consecutive, however there
may be noncolliding punctures located between the collision groups. Taking η to be 1/4 of the
minimum distance between any two colliding punctures, we can repeat the arguments of Case 2
inside the balls Bδ(p̄j), j = 1, . . . , k where p̄j ∈ Γ is the point with z-coordinate given by the
mean of zNj−1+1, . . . , zNj , and δ is chosen so that the larger balls B3δ(p̄j) are mutually disjoint;
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here N0 = 0. When n is sufficiently large, η is small enough to guarantee that each Bη(pi), for
Nj−1 + 1 ≤ i ≤ Nj , is contained within the corresponding ball Bδ/4(p̄j). The resulting model
map Ξn transitions within each Bδ/2(p̄j) from one extreme Kerr solution to another across sector
regions, and it further transitions across the associated k annuli out to the multi-extreme Kerr
auxiliary collision configuration map Ψn on the compliment of the δ-balls. The methods of Case
2 lead to a tension estimate

|τ(Ξn)| ≤ C

Nj−1∑
i=Nj−1+1

1

r̃2i
on Bδ(p̄j) \ Γ, j = 1, . . . , k,

|τ(Ξn)| = 0 on
(
R3 \ ∪k

j=1Bδ(p̄j)
)
\ Γ,

(5.32)

where the r̃i denote Euclidean distance to the sector vertices. As above, this leads via the
maximum principle to the distance bound

(5.33) dH2(Φn,Ψn) = dH2(Φn,Ξn) ≤
√
Cδ(Cδ + 2r̄)

r̄
on R3 \

(
∪k
j=1B3δ(p̄j) ∪ Γ

)
,

for some constant C independent of n and δ where r̄ = min{r̄1, . . . , r̄k} with r̄j representing the
distance to p̄j . For convenience we will denote the region on which (5.33) holds by Dδ.

Having achieved the L∞-bound, we are now able to prove (5.2) and (5.3). According to (5.4),
the sequence Ψn converges on R3 \ Γ to the collision configuration map Φ∗. Thus, by standard
theory of harmonic maps (5.33) implies that Ψn subconverges uniformly together with all of its
derivatives on compact subsets of Dδ; see [30, Proof of Theorem 1] for a proof in the current
setting. Letting now δ → 0 and passing to a diagonal subsequence (without changing notation),

the same is true on R3 \ Γ. Let Φ̃∗ denote the limit of Φn, then we claim that Φ̃∗ = Φ∗. Since
both of these maps are harmonic, this conclusion would follow immediately if they were known
to be asymptotic. However, the estimates above do not show this property due to the blow-up at
certain points on the axis. Instead, we can use (5.33) directly to show that Φn → Φ∗. Indeed, if
δ2 >> δ1 > 0 then (5.33) implies that dH2(Φn,Ψn) = O(

√
δ1) on Dδ2 . In particular, by keeping

δ2 > 0 fixed and sending δ1 to zero as n → ∞, we find that Φn and Ψn must converge to the

same limit Φ∗ on Dδ2 . Since δ2 is arbitrary, it follows that Φ̃∗ = Φ∗. This establishes (5.2).
To complete the proof of the proposition let ϵ > 0 be given, and set Bδ = ∪k

j=1Bδ(p
∗
j ) where p

∗
j

denote the k distinct collision points having z-coordinates z∗j . Since Φ∗ has finite renormalized

energy, δ may be chosen small enough to guarantee that EBδ
(Φ∗) < ϵ/2. Furthermore, since

Φ̃∗ = Φ∗ we have that ER3\Bδ
(Φn) → ER3\Bδ

(Φ∗) as n → ∞. To see this in more detail, note

that since the difference of energy densities converges to zero in L1 on any fixed compact subset
of R3 \ Bδ with the aid of [12, Theorem 2.1], the same holds if the fixed set is replaced by a
slow sequence of exhausting domains. This fact, combined with estimates for the difference of
energy densities in the complement of the exhausting domains obtained from the expansions [12,
Theorem 2.3], produces the desired conclusion. Thus, there exists a sufficiently large nϵ such
that

(5.34) E(Φ∗) = EBδ
(Φ∗) + ER3\Bδ

(Φ∗) < ϵ+ ER3\Bδ
(Φnϵ) ≤ ϵ+ E(Φnϵ),

which yields (5.3). □
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The proof of Proposition 5.1 relies on two lemmas which we now establish. In what follows
the notation will be consistent with that utilized in the proof of this proposition.

Lemma 5.2. Let η, δ > 0 be small parameters with δ > 12η. Consider two extreme Kerr
harmonic maps (ui, vi), i = 1, 2 with punctures located at p1 = (0, 0,−2η) and p2 = (0, 0, 2η) in

Cartesian coordinates, and set (u, v) =
∑2

i=1 χi(ui, vi) where χi are cut-off functions from Case
1 in the proof of Proposition 5.1. Then there exists a constant C independent of η and δ such
that

(5.35) e2u|v1 − v2| ≤ C, re2u|∇vi| ≤ C, r2e2u|∆vi| ≤ C,

in sector S ∩Bδ for i = 1, 2.

Proof. Let (ri, θi, ϕ) be polar coordinates in R3 centered at pi, i = 1, 2 and let ai > 0 be
parameters, then recall that the extreme Kerr harmonic map [17, Appendix B] with puncture
pi and angular momentum a2i is given by

(5.36) ui = − ln sin θi −
1

2
ln

(
(ri + ai)

2 + a2i +
2a2i (ri + ai) sin

2 θi
(ri + ai)2 + a2i cos

2 θi

)
,

(5.37) vi = a2i cos θi(3− cos2 θi) +
a4i cos θi sin

4 θi
(ri + ai)2 + a2i cos

2 θi
.

The extreme Kerr map with angular momentum −a2i may be obtained by replacing vi with −vi.
Furthermore, for the purposes of this lemma we may assume without loss of generality that the
angular momentum at p1 is a/2 and that the angular momentum at p2 is 1/2 for some a ̸= 0,
so that

(5.38) v1 =
a

2
cos θ1(3− cos2 θ1)− a− 1 +O(sin4 θ1), v2 =

1

2
cos θ2(3− cos2 θ2) +O(sin4 θ2).

Generality is achieved by noting that for any constant c the map (u, v) → (u + c, e−2cv) is
an isometry in the target hyperbolic space. Even though such ‘hyperbolic translations’ do not
preserve asymptotic flatness of the associated spacetime, the estimates in (5.35) will be preserved.
Note that the potential constants for v1 and v2 agree (and equal −1) on the axis rod between
the two punctures.

Using ρ = r sin θ = ri sin θi and z = r cos θ = r1 cos θ1 − 2η = r2 cos θ2 + 2η, we find in the
region S ∩Bδ/2 (where θ1 < π/2 and θ2 > π/2) that

(5.39) cos θ1,2 =
±1√

1 + tan2 θ1,2
= ±

(
1 +

(
r sin θ

r cos θ ± 2η

)2
)−1/2

,

and consequently if x = 2η/r then

(5.40) sin2 θ1,2 = 1− cos2 θ1,2 =
sin2 θ

1± 2x cos θ + x2
.

It follows that

(5.41) v1 − v2 =W (x, θ) +O

(
sin4 θ

(1 + 2x cos θ + x2)2
+

sin4 θ

(1− 2x cos θ + x2)2

)
,
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where

W (x, θ) =
a| cos θ + x|

2
√
1 + 2x cos θ + x2

(
3− (cos θ + x)2

1 + 2x cos θ + x2

)
− a− 1

+
| cos θ − x|

2
√
1− 2x cos θ + x2

(
3− (cos θ − x)2

1− 2x cos θ + x2

)
.

(5.42)

Moreover

(5.43) u = χ1u1+χ2u2 = − ln sin θ+
χ1

2
ln(1+2x cos θ+x2)+

χ2

2
ln(1− 2x cos θ+x2)+O(1),

and hence

(5.44) e2u|v1 − v2| ≤ C
(1− 2x cos θ + x2)χ1(1 + 2x cos θ + x2)χ2

sin2 θ
W (x, θ) +O(1)

in S ∩Bδ, for some constant C independent of η and δ. By expanding in powers of x and noting
several cancellations, a calculation shows that

(5.45) |W (x, θ)| ≤ C

x2
for all x ≥ 1 and π/4 < θ < 3π/4.

We also observe that within the region given by x ≤ 1 and π/4 < θ < 3π/4, the functionW (x, θ)
remains uniformly bounded. These facts, together with χ1 + χ2 = 1 − χ0 ≤ 1, imply that the
first inequality of (5.35) is valid.

Consider now the second inequality of (5.35) and notice that for i = 1, 2 a direct computation
yields

(5.46) |∇vi| ≤ C
sin3 θi
ri

.

Next use ui = − ln sin θi +O(1) and χ1 + χ2 = 1− χ0 to find

(5.47) e2u|∇vi| ≤ e2|1−χ0−χi||u1−u2|e2(1−χ0)ui |∇vi| ≤ C
e2|u1−u2| sin θi

ri
.

Moreover, for all x > 0 and π/4 < θ < 3π/4 we obtain

(5.48) e2(u1−u2) ≤ C
sin2 θ2

sin2 θ1
≤ C

1 + 2x cos θ + x2

1− 2x cos θ + x2
≤ 10C

with the help of (5.40), and a similar inequality holds for e2(u2−u1). Since 1/ri ≤ C/r for some
uniform constant C at all points of S by Corollary A.2, we conclude that the second inequality
of (5.35) is valid.

Consider now the third inequality of (5.35) and note that for i = 1, 2 we have

(5.49) |∆vi| ≤ C
sin2 θi
r2i

.

As above this gives rise to

(5.50) e2u|∆vi| ≤ e2|1−χ0−χi||u1−u2|e2(1−χ0)ui |∆vi| ≤ C
e2|u1−u2|

r2i
,

and the desired estimate follows from (5.48). □



26 HAN, KHURI, WEINSTEIN, AND XIONG

Lemma 5.3. Let η, δ > 0 be small parameters with δ > 12η. Using the notation from Case
1 in the proof of Proposition 5.1, consider a multi-extreme Kerr harmonic map (u0, v0) having
a puncture at the collision location in Bδ/4 with all other punctures occurring outside a fixed

radius, and set (ũ, ṽ) =
∑2

i=1 χ̃i(ui, vi) using two extreme Kerr harmonic maps (ui, vi), i = 1, 2
having punctures located at p1 = (0, 0,−2η) and p2 = (0, 0, 2η) in Cartesian coordinates. Then
there exists a constant C independent of η and δ such that

(5.51) (sin θ)−1−ςe2u|ṽ − v0| ≤ C, re2u
(
(sin θ)−1|∇ṽ|+ (sin θ)−ς |∇v0|

)
≤ C,

(5.52) r2e2u
(
|∆ṽ|+ (sin θ)1−ς |∆v0|

)
≤ C,

in annulus A = Bδ \Bδ/2 where u = χ0u0 + (1− χ0)ũ, and ς ∈ (0, 1) is arbitrary but fixed.

Proof. Consider the first expression of (5.51) in A ∩ S, and observe that

(5.53) e2u|ṽ − v0| ≤ e2u|χ̃2(v1 − v2)|+ e2u|v1 − v0|.
Applying Lemma 5.2 in this region yields

(5.54) e2u|χ̃2(v1 − v2)| ≤ e2χ0u0

(
e2(χ1u1+χ2u2)|v1 − v2|

)
≤ C,

where we have also used that e2χ0u0 remains uniformly bounded due to (3.1)-(3.3) combined
with the restriction of angles inherent within A ∩ S. It should be noted that even though the
collision location which serves as the puncture for the map (u0, v0) does not necessarily coincide
with the origin, its distance to the origin tends to zero as η → 0, so that polar coordinate
angles measured from the collision location are comparable to those measured from the origin.
Moreover, v1− v0 may be computed analogously to (5.41), and arguments as in Lemma 5.2 may

be utilized to estimate e2(χ0u0+χ1u1)|v1 − v0| inside A ∩ S. Again since e2χ2u2 is controlled here
we obtain a bound for e2u|v1 − v0|, and hence the desired inequality for the first term of (5.51)
follows in A∩S. In this process, the expansion (3.1)-(3.3) allows us to effectively replace (u0, v0)
with a single extreme Kerr. Similar considerations show that the proof of Lemma 5.2 also yields
the desired estimates for the remaining quantities of (5.51) and (5.52), in A∩S. In fact, ς plays
no role here and may be taken to be zero.

Consider now the region A \ S = A+ ∪ A−, where A± are the portions of the annulus with
0 ≤ θ ≤ π/4 and 3π/4 ≤ θ ≤ π, respectively. We will treat the A+ region, and note that similar
arguments hold for A−. First observe that in this region χ̃1 = 0, and therefore ṽ = v2. We may
assume without loss of generality that the potential constants for v1 and v2 are as in the proof
of Lemma 5.2. Then (3.3) and (5.38) produce

(5.55) v0 =
a+ 1

2
cos θ0(3−cos2 θ0)−a+O(sin3+ς θ0), v2 =

1

2
cos θ2(3−cos2 θ2)+O(sin4 θ2),

where (r0, θ0, ϕ) are polar coordinates centered at the collision location and ς ∈ (0, 1). Using
the identity

(5.56)
1

2
cos θ(3− cos2 θ) = 1− 6 sin4(θ/2) + 4 sin6(θ/2),

it follows that

(5.57) ṽ − v0 = O(sin3+ς θ0 + sin4 θ2).
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Next utilize (3.1) and similar computations as in (5.43) to find

(5.58) u = χ0u0 + (1− χ0)u2 = − ln sin θ +O(1),

and hence within A+ we have

(5.59) e2u|ṽ − v0| ≤ C

(
sin3+ς θ0

sin2 θ
+

sin4 θ2

sin2 θ

)
for some uniform constant C. Furthermore, (5.40) implies

(5.60)
sin2 θ2

sin2 θ
= (1− 2x cos θ + x2)−1 =

(
(x− cos θ)2 + sin2 θ

)−1 ≤ (1/
√
2− 1/3)−2

since x = 2η/r < 4η/δ < 1/3 in A+, and a similar estimate holds if θ2 is replaced by θ0. Hence,
the first inequality of (5.51) is satisfied in A+. Moreover, these observations also show that the
derivative inequalities of (5.51) and (5.52) involving ṽ follow from (5.46) and (5.49), together
with the fact that ri, i = 1, 2 are comparable with r in A by Lemma A.3. Lastly, the derivative
inequalities involving v0 may be obtained by replacing (5.46) and (5.49) with

(5.61) |∇v0| ≤ C
sin2+ς θ0

r0
, |∆v0| ≤ C

sin1+ς θ0
r20

,

which is due to (3.1)-(3.3). We conclude that the desired estimates are valid on all of A. □

6. Scattering of Punctures

Consider the setup at the beginning of Section 5, in which the flow of harmonic maps
Φt = (ut, vt) having punctures with z-coordinates zi(t), 1 ≤ i ≤ N with z1(0) < · · · <
zN (0), has a maximal time of existence T (which may be infinite). At the maximal time
at least one of the possibilities from (4.1) must transpire. In the former case, namely when
lim supt→T (zj+1(t)− zj(t)) = ∞ for some j ∈ {1, . . . , N − 1}, we say that scattering occurs at
time T . In a manner similar to that used in the proof of Proposition 5.1, we will first handle the
case where only one rod length is unbounded and no collisions occur. We will then subsequently
generalize to the other cases.

Suppose that only one axis rod Γj = (zj−1, zj) of length ℓ becomes unbounded. There is
then a sequence of times tn → T , and associated maps Φn = Φtn such that the jth-rod lengths
satisfy ℓn → ∞. Without loss of generality, it may be assumed that the origin is always at
the midpoint of this rod. In particular, the punctures p1, . . . , pj−1 lie below the origin, and the
punctures pj , . . . , pN lie above the origin. We point out that zi and pi here are associated with the
harmonic map Φn, although the subscript n is suppressed for brevity. Since no collisions occur
and only one rod length becomes unbounded, it follows that after translating by z 7→ z+ℓn/2 the
punctures p1, . . . , pj−1 subconverge to distinct points with z-coordinates z∗1 , . . . , z

∗
j−1. Similarly,

after translating by −ℓn/2 the punctures pj , . . . , pN also subconverge to distinct points with
z-coordinates z∗j , . . . , z

∗
N . For simplicity of notation, we will assume that they all converge

along the original sequence. The two sets of starred punctures will be referred to as the lower
and upper separation configurations, respectively. Denote by Φi

∗, i = 1, 2 the harmonic maps
associated with these two set of punctures. More precisely, Φ1

∗ admits punctures z∗1 , . . . , z
∗
j−1

while Φ2
∗ admits punctures z∗j , . . . , z

∗
N , and both maps have the same potential constants as Φn
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for corresponding rods. The Φi
∗ are referred to as separation configuration maps. We point out

that different sequences tn → T may result in different separation configurations and seaparation
configuration maps. Nevertheless, the limiting renormalized energy is the same for all sequences,
that is limt→T E(Φt) exists in light of the monotonicity provided by Theorem 4.8. The next result
will allow the flow of harmonic maps to ‘pass through’ the maximal time of existence when single
rod scattering happens, while maintaining the desired monotonicity property with the use of
separation configuration maps.

Proposition 6.1. Let Φt be the 1-parameter family of harmonic maps with fixed potential con-
stants defined by the flow of punctures (3.10), in which scattering occurs along a single axis rod
and no collisions occur at the limiting time T . If Φ1

∗ and Φ2
∗ are separation configuration maps

described above, then

(6.1) E(Φ1
∗) + E(Φ2

∗) ≤ lim
t→T

E(Φt).

Proof. As described in the discussion preceding the statement of the proposition, let {tn} be
a sequence of times with tn → T , which leads to lower and upper separation configurations
{z∗1 , . . . , z∗j−1} and {z∗j , . . . , z∗N} along with the given separation configuration maps Φ1

∗ and Φ2
∗.

For convenience write Φn = Φtn . Denote by Ψ̃i
n, i = 1, 2 the harmonic maps associated with the

set of punctures below and above the origin. More precisely, Ψ̃1
n admits punctures p1, . . . , pj−1

while Ψ̃2
n admits punctures pj , . . . , pN , and both maps have the same potential constants as Φn

for corresponding rods. Furthermore, denote by Ψi
n the z-translation of the harmonic maps Ψ̃i

n,
i = 1, 2 by ℓn/2 and −ℓn/2, respectively. We call these translated versions the lower and upper
auxiliary separation configuration maps. According to Theorem 3.1 we have that

(6.2) Ψi
n → Φi

∗ in C3 away from the axis,

for i = 1, 2.
As in the proof of Proposition 5.1, we will construct a model map Ξn for Φn which coincides

with Ψ̃i
n outside a fixed set. Let us divide R3 into four regions: a ball B = Bϱ(0) where ϱ > 0

is independent of n and is chosen small enough so that this set does not contain any punctures,
a partial sector

(6.3) S = {(r, θ, ϕ) ∈ R3 | π/4 ≤ θ ≤ 3π/4} \B
which will serve as a transition region, and their complement Ω1 ⊔ Ω2 = R3 \ (S ∪ B) where
3π/4 < θ < π in Ω1 and 0 < θ < π/4 in Ω2. Define a model map by

(6.4) Ξn = (un, vn) = χ1Ψ̃
1
n + χ2Ψ̃

2
n,

where the cut-off functions χi, i = 1, 2 are smooth and satisfy the following properties. Namely,
they are functions only of θ alone outside of B, 0 ≤ χi ≤ 1, χ1 + χ2 = 1 globally, and χi = 1 on
Ωi. These functions may also be chosen such that |∇χi| ≤ C/(1 + r) and |∇2χi| ≤ C/(1 + r2).

Note that Ξn = Ψ̃i
n in Ωi for i = 1, 2, and hence the tension τ(Ξn) is nonzero only in S ∪ B.

For convenience, we will temporarily omit the subscript n and write Ξn = (u, v) as well as

Ψ̃i
n = (ũi, ṽi). Then as in (5.7) we have

(6.5) |τ(Ξ)| ≤ 2
(
|∆u|+ e4u|∇v|2 + e2u|∆v + 4∇u · ∇v|

)
=: 2 (I+ II+ III) .

Estimates for the tension will be made separately in B and S.
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Consider the region B. Using χ1 + χ2 = 1 observe that

(6.6) ∆u = χ1∆ũ1 + χ2∆ũ2 + 2∇χ1 · ∇(ũ1 − ũ2) + (ũ1 − ũ2)∆χ1.

In this domain |ũ1 − ũ2|, |∇(ũ1 − ũ2)|, and |∆ũi| are all uniformly bounded independent of n.
Indeed, since B is far away from the punctures this follows from the expansion of (3.4) which
shows that ũi = − ln ρ+O(ℓ−1

n ) in B, with corresponding fall-off for derivatives. Note here that
ln ρ is harmonic, and that the error estimates are bounded independent of n in light of Theorem
3.1 since the puncture configurations of the maps Ψ̃i

n converge modulo translation. Therefore, I
is uniformly bounded in B. Term II may be estimated utilizing (5.10) upon replacing ∇u with
e4u∇v, and noting that the expansions of (3.4) imply e2u|ṽ1 − ṽ2| ≤ Cρ and e2u|∇ṽi| ≤ C in B.
Thus, we have that II is uniformly bounded. In order to control the third term of the tension
first notice that (6.6) with u replaced by v, along with the estimates already mentioned, yields

(6.7) e2u∆v = e2u (χ1∆ṽ1 + χ2∆ṽ2) +O(1).

Furthermore, a computation shows that

∇u · ∇v = χ1∇ũ1 · ∇ṽ1 + χ2∇ũ2 · ∇ṽ2 + (ṽ1 − ṽ2)∇ũ1 · ∇χ1

+ χ2∇(Ũ1 − Ũ2) · ∇ṽ2 +∇[χ2(Ũ2 − Ũ1)] · ∇[ṽ2 + χ1(ṽ1 − ṽ2)]
(6.8)

where Ũi = ũi + ln ρ, i = 1, 2. Since |∇ũi| ≤ C/ρ and |∇Ũi| ≤ C in B by (3.4), together with
the estimates mentioned above we then find

(6.9) e2u∇u · ∇v = e2u (χ1∇ũ1 · ∇ṽ1 + χ2∇ũ2 · ∇ṽ2) +O(1).

It now follows that III is uniformly bounded, as the maps (ũi, ṽi) are harmonic. Hence, τ(Ξ) ≤ C
in B for some constant independent of n.

Consider now the region S. Let ri, i = 1, 2 be the distances to the punctures pj−1, pj
respectively, which make up the end points of the expanding rod Γj . Notice that due to the
angle restrictions within S we have the following relation between r and ri using the law of
cosines

(6.10) r2i = r2 + (ℓn/2)
2 ± 2r(ℓn/2) cos θ ≥ r2 + (ℓn/2)

2 − 2r(ℓn/2)(1/
√
2) ≥ 1

2
r2.

According to the expansion (3.4) we then have

(6.11) |ũi + ln ρ|+
√
2r|∇(ũi + ln ρ)| ≤ |ũi + ln ρ|+ ri|∇(ũi + ln ρ)| ≤ C

ri
≤

√
2C

r
,

and therefore |ũ1 − ũ2| = O(r−1), |∇(ũ1 − ũ2)| = O(r−2). Moreover, in a similar way the
expansion also yields |∆ũi| = O(r−3), and hence (6.6) implies I ≤ C/(1 + r3) where C is
independent of n. We may break up III into two terms. The first, involving a Laplacian, may
be estimated in the same manner using the fact that e2u|ṽ1 − ṽ2|, re2u|∇ṽi|, and r2e2u|∆ṽi| are
uniformly decaying on the order of r−2, due to (3.4) and e2u ≤ C/ρ2 ≤ C/r2 in S. For the second
term of III we employ a computation similar to (5.10), as well as the expansion asymptotics
just described to obtain III ≤ C/(1 + r4). Term II is handled analogously to the second term
in III, by replacing ∇u with e2u∇v to find II ≤ C/(1 + r4). It follows that

(6.12) |τ(Ξn)| ≤
C

1 + r3
on R3 \ Γ
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for some constant C independent of n.
Consider the quantity

(6.13) Λ(Φn,Ξn) =
√

1 + dH2(Φn,Ξn)2,

and recall that [30, Lemma 1] implies

(6.14) ∆Λ(Φn,Ξn) ≥ −|τ(Ξn)| ≥ − C

1 + r3
on R3 \ Γ.

Let λ > 0 be a sufficiently large constant such that the radial function w(r) = λ(1 + r2)−1/4

satisfies

(6.15) ∆w = −λ
4
(6 + r2)(1 + r2)−9/4 ≤ − C

1 + r3
.

It follows that

(6.16) ∆ (Λ(Φn,Ξn)− w) ≥ 0 on R3 \ Γ.
As in Section 5, the maximum principle [28, Lemma 8] applies. Since Φn and Ξn are asymptotic
according to Lemma A.4 and Remark A.5, we have that Λ(Φn,Ξn) − w → 1 at infinity, and
hence

(6.17) dH2(Φn,Ξn) ≤
√
w(w + 2) ≤ C

1 + r1/4

on R3 \ Γ where C is independent of n.
Let Bi

n ⊂ Ωi denote the ball of radius ℓn/4 centered at the puncture pj+i−2, i = 1, 2. Since

Ξn = Ψ̃i
n on Ωi by (6.4), it follows from (6.17) that dH2(Φn, Ψ̃

i
n) is uniformly bounded on Ωi

and tends to zero when restricted to Bi
n. Set Φ̃i

n and B̃i
n to be z-translations by (−1)i−1ℓn/2

of Φn and Bi
n, respectively. By (6.2), Ψi

n → Φi
∗ uniformly on fixed compact subsets of B̃i

n \ Γ.
It follows that Φ̃i

n is uniformly bounded on such subsets. Using the fact that B̃i
n exhausts R3

in the limit, a standard diagonal argument shows that Φ̃i
n subconverges on compact subsets of

R3 \ Γ to a harmonic map Φ̃i
∗; we will henceforth restrict attention to this subsequence but for

convenience the notation will remain unchanged. Furthermore, since the hyperbolic distance
dH2(Φn, Ψ̃

i
n) tends to zero on these compact sets we must have Φ̃i

∗ = Φi
∗. This together with

Theorem 4.8 implies that

(6.18) EB̃i
n
(Φ̃i

n) → E(Φi
∗),

for i = 1, 2. Moreover

(6.19) EB̃1
n
(Φ̃1

n) + EB̃2
n
(Φ̃2

n) ≤ EΩ1(Φn) + EΩ2(Φn) ≤ E(Φn).

A simple limit then yields (6.1). □

For the next proposition we introduce some notation for clarity. Recall that at each time
t, there are N punctures {pi}1≤i≤N whose z-coordinates are arranged in increasing order z1 <
· · · < zN , where we have suppressed the reference to t here for brevity. Suppose now that
the lengths of k > 1 finite axis rods, say ΓN1 , . . . ,ΓNk

with N1 < · · · < Nk, tend to infinity
simultaneously along a sequence of times tn → T associated with the harmonic maps Φn = Φtn .
The punctures lying between the midpoints of consecutive expanding rods ΓNi and ΓNi+1 are
labeled with z-coordinates zNi , . . . , zNi+1−1 for i = 0, . . . , k; here N0 = 0, Nk+1 = N + 2 while
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z0, ΓN0 are both formally replaced by −∞ and zN+1, ΓNk+1
are both formally replaced by +∞.

We assume that no collision occurs. It follows that the rods Γj for Ni + 1 ≤ j ≤ Ni+1 − 1
and j ̸= 1, N , have lengths uniformly bounded from above and below away from zero. Thus,
there are parameters ℓin ∈ R, i = 0, . . . , k such that the translated punctures with z-coordinates
z̃j = zj + ℓin subconverge to z∗j for Ni ≤ j ≤ Ni+1 − 1. Let Φi

∗, i = 0, . . . , k be the harmonic
map having punctures with z-coordinates z∗Ni

, . . . , z∗Ni+1−1 and the same potential constants as

Φn for corresponding rods. The Φi
∗ are referred to as separation configuration maps.

Proposition 6.2. Let Φt be the 1-parameter family of harmonic maps with fixed potential con-
stants defined by the flow of punctures (3.10), in which scattering occurs along k > 1 axis rods
and no collisions occur at the limiting time T . If Φi

∗, i = 0, . . . , k are separation configuration
maps described above, then

(6.20)

k∑
i=0

E(Φi
∗) ≤ lim

t→T
E(Φt).

Proof. As described in the discussion preceding the statement of the proposition, let {tn} be a
sequence of times with tn → T , which leads to separation configuration maps Φi

∗ for i = 0, . . . , k.

For convenience write Φn = Φtn . Let Ψ̃i
n, i = 0, . . . , k be the harmonic map having punctures

with z-coordinates zNi , . . . , zNi+1−1 and the same potential constants as Φn for correspond-

ing rods, and let Ψi
n be the associated translated maps having punctures with z-coordinates

z̃Ni , . . . , z̃Ni+1−1. We call these translated versions auxiliary separation configuration maps. Ac-
cording to Theorem 3.1 we have that

(6.21) Ψi
n → Φi

∗ in C3 away from the axis,

for i = 0, . . . , k.
Let p0,i, i = 1, . . . , k be the midpoint of the ith expanding rod ΓNi , and set Bi = Bϱ(p0,i)

to be the ball centered at the midpoint with fixed radius ϱ > 0 chosen small enough so that
no punctures lie inside this set. Consider polar coordinates (ri, θi, ϕ) centered at p0,i, set angle
ϑ = π

2k , and for i = 1, . . . , k define the disjoint sector portions

(6.22) Si = {(ri, θi, ϕ) | 3π
4 − iϑ ≤ θi ≤ 3π

4 − (i− 1)ϑ} \Bi,

We decompose the complement into regions ⊔k
j=0Ωj = R3\(∪k

i=1Si∪Bi), such that 3π/4 < θ1 < π

in Ω0 and 0 < θk < π/4 in Ωk, while for j ̸= 0, k both θj < 3π/4− jϑ and θj+1 > 3π/4− jϑ in
Ωj ; see Figure 3. Next define smooth cut-off function χi ≥ 0 for i = 0, . . . , k, such that χi is a
function of θi alone in Si for i = 1, . . . k, and χi = 1 on Ωi for i = 0, . . . , k. Furthermore, these

functions are chosen so that
∑k

i=0 χi = 1 globally, χi +χi+1 = 1 in each Ωi ∪Si+1 ∪Bi+1 ∪Ωi+1

for i = 0, . . . , k − 1, and

(6.23) |∇χi−1|+ |∇χi| ≤
C

1 + ri
, |∇2χi−1|+ |∇2χi| ≤

C

1 + r2i
, i = 1, . . . , k.

Since in any of the sector portions Si+1 only two of the cut-offs χi and χi+1 are nonconstant,
we can repeat the arguments from the proof of Proposition 6.1 using the model map

(6.24) Ξn = (un, vn) = χ0Ψ̃
0
n + · · ·+ χkΨ̃

k
n
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B̺(p0,1)

B̺(p0,2)
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ℓ0n
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Figure 3. Scattering along two rods with four punctures.

to obtain tension estimates

(6.25) |τ(Ξn)| ≤
C

1 + r3i
on (Si ∪Bi) \ Γ, i = 1, . . . , k,

where C is a constant independent of i and n. Note that |τ(Ξn)| = 0 on the compliment
(R3 \ Γ) \ (∪k

i=1Si ∪Bi).
Consider the quantity

(6.26) Λ(Φn,Ξn) =
√
1 + dH2(Φn,Ξn)2,

and recall that [30, Lemma 1] implies

(6.27) ∆Λ(Φn,Ξn) ≥ −|τ(Ξn)| ≥
{
− C

1+r3i
on (Si ∪Bi) \ Γ for i = 1, . . . , k

0 on (R3 \ Γ) \ (∪k
i=1Si ∪Bi)

.

As before, we may choose λ > 0 sufficiently large so that the function w = λ
∑k

i=1(1 + r2i )
−1/4

satisfies

(6.28) ∆w = −
k∑

i=1

λ

4
(6 + r2i )(1 + r2i )

−9/4 ≤ −
k∑

i=1

C

1 + r3i
on R3.

It follows that

(6.29) ∆ (Λ(Φn,Ξn)− w) ≥ 0 on R3 \ Γ.
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As a consequence of Lemma A.4 together with the Remark A.5, we find that the maps Φn and
Ξn are asymptotic. Thus, the maximum principle [28, Lemma 8] applies to yield

(6.30) dH2(Φn,Ξn) ≤
√
w(w + 2) ≤

k∑
i=1

C

1 + r
1/4
i

on R3 \ Γ where C is independent of n.
Let Bi

n ⊂ Ωi denote the ball of radius ln centered at the midpoint of the i-th cluster of
punctures having z-coordinates zNi , . . . , zNi+1−1 for i = 0, . . . , k. Here the radii are chosen such
that ln → ∞ slowly enough to ensure that these balls stay within Ωi. Note that it is possible to
find such radii since the midpoints of the expanding rods, about which the balls Bi are centered,
are receding away from each cluster of punctures. Since Ξn = Ψ̃i

n on Ωi by (6.24), it follows

from (6.30) that dH2(Φn, Ψ̃
i
n) is uniformly bounded on Ωi and tends to zero when restricted to

Bi
n. Set Φ̃i

n and B̃i
n to be z-translations by ℓin of Φn and Bi

n, respectively. By (6.21), Ψi
n → Φi

∗
uniformly on fixed compact subsets of B̃i

n \ Γ. It follows that Φ̃i
n is uniformly bounded on such

subsets. Using the fact that B̃i
n exhausts R3 in the limit, a standard diagonal argument shows

that Φ̃i
n subconverges on compact subsets of R3 \ Γ to a harmonic map Φ̃i

∗; we will henceforth
restrict attention to this subsequence but for convenience the notation will remain unchanged.
Furthermore, since the hyperbolic distance dH2(Φn, Ψ̃

i
n) tends to zero on these compact sets we

must have Φ̃i
∗ = Φi

∗. This together with Theorem 4.8 implies that

(6.31) EB̃i
n
(Φ̃i

n) → E(Φi
∗),

for i = 0, . . . , k. Moreover

(6.32)
k∑

i=0

EB̃i
n
(Φ̃i

n) ≤
k∑

i=0

EΩi(Φn) ≤ E(Φn).

A simple limit then yields (6.20). □

Finally, we come to the last proposition of this section dealing with the most general event,
namely simultaneous scattering along any number of rods while at the same time some collisions
occur in any of the clusters. Thus, consider the situation in which the lengths of k ≥ 1 axis
rods, say ΓN1 , . . . ,ΓNk

with N1 < · · · < Nk, tend to infinity simultaneously with any number of
collisions occurring in the puncture clusters between these rods, along a sequence of times tn → T
associated with the harmonic maps Φn = Φtn . As in Proposition 6.2, there are parameters ℓin ∈
R, i = 0, . . . , k such that the translated punctures with z-coordinates z̃j = zj + ℓin subconverge
for Ni ≤ j ≤ Ni+1−1; the set of these pretranslated punctures will be called the i-th cluster. Let
Φi
∗, i = 0, . . . , k be the harmonic map having only the punctures from the limit of the translated

i-th cluster except that those which are colliding from the i-th cluster are replaced by the limit
of translated collision locations. Moreover, the potential constants for Φi

∗ are chosen to be the
same as Φn for corresponding rods. The Φi

∗ are referred to as separation/collision configuration
maps.

Proposition 6.3. Let Φt be the 1-parameter family of harmonic maps with fixed potential con-
stants defined by the flow of punctures (3.10), in which scattering occurs along k ≥ 1 axis rods
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at the limiting time T . If Φi
∗, i = 0, . . . , k are separation/collision configuration maps described

above, then

(6.33)
k∑

i=0

E(Φi
∗) ≤ lim

t→T
E(Φt).

Proof. This result follows from a combination of the techniques used in the previous section as
well as those of the current section. For simplicity of presentation, we will expound on the case
when k = 1 and there is one collision location, say in the i = 1 north cluster. The general case
may be obtained in a similar manner, albeit with more complicated notation. In what follows
we will adopt the setup preceding the statement of the Proposition.

Let {tn} be a sequence of times with tn → T , which leads to separation/collision configuration
maps Φi

∗ for i = 0, 1, and write Φn = Φtn . We assume that the length of only one axis rod ΓN1

tends to infinity. All punctures are grouped into two clusters, the one below the midpoint of
ΓN1 corresponding to i = 0, and another above the midpoint corresponding to i = 1. We further
assume that collision occurs only in the cluster corresponding to i = 1. As in Proposition 6.2,
there are parameters ℓin ∈ R, i = 0, 1 such that the translated punctures with z-coordinates

z̃j = zj + ℓin subconverge for zj in the i-th cluster. Let Ψ̃i
n, i = 0, 1 be the harmonic map

having only the punctures from the i-th cluster except that those which are colliding from the
i-th cluster are replaced by collision locations. Moreover, the potential constants for Ψ̃i

n are
chosen to be the same as Φn for corresponding rods. Then set Ψi

n to be the associated harmonic
maps translated in the z-direction by ℓin. We call these translated versions the lower and upper
auxiliary separation/collision configuration maps. According to Theorem 3.1 we have that

(6.34) Ψi
n → Φi

∗ in C3 away from the axis,

for i = 0, 1.
Let there be N∗ colliding punctures and set Bj , j = 1, . . . , N∗ to be balls of radius η centered

at these points, where 4η is the minimum distance between any two of the colliding punctures.
Following Case 2 in the proof of Proposition 5.1 let Sj , j = 1, . . . , N∗ − 1 be sectors centered
at the midpoints between any two consecutive colliding punctures with opening angles of size

π
4(N∗−1) , ranging from π/4 to π/2. Clearly the balls Bj are disjoint, and are also disjoint from all

of the sectors Sj . Define Bδ to be a ball centered at the mean p̄ ∈ Γ of all the colliding punctures,
where δ is chosen (independent of n) sufficiently large so that all of the Bj , j = 1, . . . , N∗ are
contained within the radius δ/4, while at the same time δ is chosen small enough so that B3δ

does not contain any non-colliding punctures. Without loss of generality it may be assumed
that the midpoint of the expanding axis rod coincides with the origin. We then set S to be the
sector having vertex at the origin and opening angle ranging between π/2 and 3π/4. Define also
the ball B centered at the origin of fixed radius ϱ small enough not to intersect any punctures.
Next decompose the complement of these domains by Ω0 ⊔ Ω1 = R3 \ (Bδ ∪ S ∪ B), where Ω0

lies below S within the range of angles larger than 3π/4 and Ω1 lies above S within the range
of angles less than π/2. Consider the model map

(6.35) Ξn = χ0Ψ̃
0
n + χ1Ψ̃

1
n +

N∗∑
j=1

χ̂jΘj ,
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where 0 ≤ χi ≤ 1, i = 0, 1 and 0 ≤ χ̂j ≤ 1, j = 1, . . . , N∗ are smooth cut-off functions such
that χi = 1 in Ωi and χi = 0 in Ωl, l ̸= i, while χ̂i = 1 in Bi and vanishes outside Bδ, with
χ0+χ1+ χ̂1+ . . . χ̂N∗ = 1 globally. These cut-off functions are constructed using the sectors and
balls discussed above as transition regions; details concerning the construction may be found
in the proofs of Proposition 5.1 (Case 2) and Proposition 6.2. Furthermore, Θj represents the
extreme Kerr harmonic map with a single puncture at the j-th colliding puncture, and having
the appropriate potential constants that are compatible with Φn.

We may now repeat the arguments in the proof of Proposition 5.1 (Case 2) and Proposition 6.2
to obtain the tension estimate

(6.36) |τ(Ξn)| ≤ C

N∗−1∑
j=1

1

r̃2j
on Bδ \ Γ, |τ(Ξn)| ≤

C

1 + r3
on (S ∪B) \ Γ,

where C is a constant independent of n and δ, and r̃j is the distance to the vertex p̃j ∈ Γ of
sector Sj . Note that the tension vanishes elsewhere on R3 \ (Bδ∪S∪B). Define now comparison

functions w0(r) = λ(1 + r2)−1/4 for λ > 0 sufficiently large depending on C, and

(6.37) wj(r̃j) =


C ln

(
2δ

r̃j

)
+ C on B2δ(p̃j)

2Cδ

r̃j
on R3 \B2δ(p̃j)

,

for j = 1, . . . N∗ − 1. By setting w = w0 + · · ·+ wN∗−1 we find that

(6.38) ∆ (Λ(Φn,Ξn)− w) ≥ 0 on R3 \
(
Γ ∪N1−1

j=1 ∂B2δ(p̃j)
)
.

As before a weak version of the maximum principle then produces

(6.39) dH2(Φn,Ξn) ≤
√
w(w + 2) ≤ C

(
1

1 + r1/4
+

√
δ(δ + r̄)

r̄

)
on R3 \ (B3δ(p̄)∪Γ) =: Dδ,

where r̄ is the distance to p̄.
Let Bi

n ⊂ Ωi ∪ Bδ, i = 0, 1 denote the ball of radius ln centered at the midpoint of the i-th
cluster of punctures. Here the radii are chosen such that ln → ∞ slowly enough to ensure that
these balls stay within Ωi ∪ Bδ. Note that Bδ is far removed from Ω0, but borders part of Ω1.
Since Ξn = Ψ̃i

n on Ωi, it follows from (6.39) that dH2(Φn, Ψ̃
i
n) is uniformly bounded on Ωi ∩Dδ.

Set Φ̃i
n and B̃i

n for i = 0, 1 to be z-translations by ±ℓn/2 of Φn and Bi
n respectively, where

ℓn is the length of the expanding rod. Since Ψi
n → Φi

∗ uniformly on fixed compact subsets of

B̃i
n \Γ by (6.34), it follows that Φ̃i

n is uniformly bounded on such subsets as long as they do not

intersect translated image of the balls B3δ. Using the fact that B̃i
n exhausts R3 in the limit, a

standard diagonal argument involving both n → ∞ and δ → 0 shows that Φ̃i
n subconverges on

compact subsets of R3 \ Γ to a harmonic map Φ̃i
∗; we will henceforth restrict attention to this

subsequence but for convenience the notation will remain unchanged. Furthermore, as in the
proof of Proposition 5.1 (Case 3) and Proposition 6.2, since the hyperbolic distance dH2(Φn, Ψ̃

i
n)

tends to zero on these compact sets we must have Φ̃i
∗ = Φi

∗ for i = 0, 1.
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Let Bδ ⊂ B1
n be a δ-ball centered at the collision location, and denote its z-translation in the

amount −ℓn/2 by B̃δ. Then as discussed in the proofs of the previous propositions we have

(6.40) EB̃0
n
(Φ̃0

n) → E(Φ0
∗), EB̃1

n\B̃δ
(Φ̃1

n) → ER3\B̃δ
(Φ1

∗).

Note that EB̃δ
(Φ1

∗) → 0 as δ → 0, and hence given ϵ > 0 there exists δ > 0 sufficiently small and
nϵ sufficiently large to guarantee that

(6.41) E(Φ1
∗) = EB̃δ

(Φ1
∗) + ER3\B̃δ

(Φ1
∗) < EB̃1

nϵ
\B̃δ

(Φ̃1
nϵ
) +

ϵ

2
.

Thus, for potentially larger nϵ we obtain

(6.42) E(Φ0
∗)+E(Φ1

∗) < EB̃0
nϵ
(Φ̃0

nϵ
)+EB̃1

nϵ
\B̃δ

(Φ̃1
nϵ
)+ ϵ ≤ EB0

nϵ
(Φnϵ)+EB1

nϵ
(Φnϵ)+ ϵ ≤ E(Φnϵ)+ ϵ.

A simple limit then yields (6.33) for k = 1. □

7. Proof of the Main Theorem

In this section we will complete the proof of Theorem 1.1. Let (M, g, k) be an initial data set
satisfying the requisite hypotheses of the theorem. According to (2.16) we have the following
relation between the ADM mass m and the renormalized energy of a harmonic map Φ = (u, v) :
R3 \ Γ → H2 which encodes the angular momenta of the data, namely

(7.1) m ≥ 1

8π
E(Φ).

For convenience in what follows, we will write Ē(Φ) = 1
8πE(Φ). Suppose there are N punc-

tures associated with the map Φ, and that it has total angular momentum J . Assuming that
there does not exist an ADM minimizing counterexample to the extreme black hole uniqueness
conjecture, it will proven by induction on N that

(7.2) Ē(Φ) ≥
√
|J |.

This establishes the inequality portion of the theorem. The rigidity statement will be treated
after the induction argument.

First note that the case N = 1 is true, since Φ must correspond to an extreme Kerr harmonic
map with angular momentum J , and therefore 1/8π times the renormalized energy of the map

agrees with
√
|J |. This latter statement follows from the arguments leading to (2.16) when

applied to extreme Kerr initial data. More precisely, in this situation the ADM mass agrees
with the appropriate multiple of renormalized energy, and it is known by direct calculation that
the mass is given by

√
|J | for extreme Kerr.

Suppose now that (7.2) holds for any multi-extreme Kerr harmonic map with n punctures
and total angular momentum J , where 1 ≤ n ≤ N −1, and let Φ0 be such a harmonic map with
N punctures. We start the flow defined in Section 3 with initial condition Φ0. By Proposition
4.1 the flow Φt exists and is regular up to a maximal time T (possibly infinite), and according
to Theorem 4.8 the renormalized energy E(Φt) is nonincreasing along this flow. There are three
possibilities to contend with at time T : either a collision occurs without scattering, a scattering
occurs possibly with simultaneous collisions, or no collisions and no scattering occur. Note that
in the first two cases T can be either finite or infinite, while in the third case T will be infinite.
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Consider the first of these cases in which a collision occurs at time T without any scattering.
By Proposition 5.1 we have that

(7.3) lim
t→T

Ē(Φt) ≥ Ē(Φ∗),

for some collision configuration map Φ∗ which has at most N − 1 punctures and total angular
momentum J . By the induction hypothesis we then obtain the desired inequality

(7.4) Ē(Φ0) ≥ lim
t→T

Ē(Φt) ≥ Ē(Φ∗) ≥
√
|J |.

Now assume that scattering occurs along k ≥ 1 axis rods, possibly with collisions as well, at
time T . By Proposition 6.3 we have that

(7.5) lim
t→T

Ē(Φt) ≥
k∑

i=0

Ē(Φi
∗),

for some separation/collision configuration maps Φi
∗. Let Ni denote the number of punctures

associated with Φi
∗, then Ni ≤ N − 1 and

∑k
i=0Ni ≤ N . By the induction hypothesis we then

obtain

(7.6) Ē(Φ0) ≥ lim
t→T

Ē(Φt) ≥
k∑

i=0

Ē(Φi
∗) ≥

k∑
i=0

√
|J ∗

i | ≥
√
|J |,

where J ∗
i is the total angular momentum associated with Φi

∗. Since
∑k

i=0 J ∗
i = J , the last

inequality concerning the angular momentum follows from the elementary inequality
√
a+

√
b ≥√

a+ b for two nonnegative numbers a, b.
Now consider the last of the three cases, in which no collisions and no scattering occur at

time T = ∞. Since the function t 7→ E(Φt) is continuously differentiable and nonincreasing on
[0,∞) we find that

(7.7)

∫ ∞

0

∣∣∣ d
dt
E(Φt)

∣∣∣dt = E(Φ0)− lim
t→∞

E(Φt) ≤ E(Φ0).

It follows that there exists a sequence of times tj → ∞ such that d
dtE(Φtj ) → 0. Next observe that

the N punctures along these times, possibly after recentering by a z-translation and passing to
a subsequence, converge to some N distinct fixed limits p∗i , i = 1, . . . , N . The limiting harmonic
map Φ∗ must be stationary with respect to the flow, since the associated tangent map parameters
satisfy b∗i = 0 for i = 1, . . . , N by virtue of their continuity (Proposition 4.1) and their relation
to the first variation of the renormalized energy (3.11). The axisymmetric stationary vacuum
spacetime constructed from Φ∗ must be regular, due to the relation (3.14) between b∗i and
logarithmic angle defects of the spacetime. Moreover, the calculation that produced (2.16) shows
that the mass m∗ of the initial data associated with the constant time slice of this spacetime is
given by 1

8πE(Φ∗). Let m∗ denote the infimum of the ADM mass over all regular axisymmetric
stationary vacuum spacetimes with an asymptotically flat end and N degenerate horizons have
the same angular momenta as those associated with Φ∗. There is then a nonincreasing sequence
of masses, renormalized energies, and harmonic maps m∗

j =
1
8πE(Φ∗

j ) → m∗. If no collisions and
no scattering occur as j → ∞, then as above Φ∗

j subconverges after possible translations to a

limit Φ∗ with N punctures which achieves the infimumm∗ = 1
8πE(Φ∗). This however, contradicts
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the assumption that there does not exist an ADM minimizing counterexample to the extreme
black hole uniqueness conjecture. Hence, some combination of collisions and scattering must
occur in the limit, and the same arguments used above with the induction hypothesis yield

(7.8) m∗ = lim
j→∞

Ē(Φ∗
j ) ≥

√
|J |.

The nonexistence of an ADM minimizing counterexample also implies m∗ > m∗, and thus we
obtain

(7.9) Ē(Φ0) ≥ lim
t→∞

Ē(Φt) = Ē(Φ∗) = m∗ > m∗ ≥
√
|J |.

This completes the induction argument, and therefore also the inequality portion of Theorem 1.1.
It remains to establish the rigidity statement for the mass-angular momentum inequality.

Consider the case of equality when m =
√

|J |. This implies equality of renormalized energies
E(Φ̄) = E(Φ), for the map Φ̄ obtained from the initial data (M, g, k) and the associated multi-
extreme Kerr harmonic map Φ. Due to the gap bound [17, Theorem 4.1], it follows that Φ̄ = Φ.
Moreover, several other restrictions on g and k are obtained from equality in (2.14), as detailed
at the end of Section 2 in [17]. We may then construct from Φ an axisymmetric stationary
vacuum spacetimes with an asymptotically flat end and N degenerate horizons, from which
(M, g, k) arises as a constant time slice. Since the given initial data set is void of conical
singularities, this spacetime is regular. Furthermore, in light of the mass-angular momentum
inequality, the spacetime minimizes the ADM mass among all such solutions with the same
angular momentum configuration. If N > 1, then a contradiction is obtained to the assumption
concerning the nonexistence of a minimizing counterexample to extreme black hole uniqueness.
We conclude that N = 1, and [17, Theorem 1.1] yields the desired result that (M, g, k) must
arise from a constant time slice of an extreme Kerr black hole.

8. Linearized Harmonic Maps Near Punctures

This section represents an extension of the study of isolated singularities that was presented
in [12, Theorem 2.1], to higher order expansions. Let Φ = (u, v) be an H1

loc-harmonic map from
B1 \ Γ, the Euclidean unit ball minus the z-axis, to H2. It will not be assumed here that this
map is axisymmetric.3 Suppose that

(8.1) sup
B1\Γ

|u+ ln sin θ| <∞, |∇(u+ ln ρ)|2 + e4u|∇v|2 ∈ L1
loc(B1 \ {0}),

with

(8.2) v = a on B1 ∩ Γ+ and v = −a on B1 ∩ Γ− in the trace sense,

for some positive constant a. We will use the notation x = (x1, x2, x3), r = |x| and sin θ = ρ
r .

By Theorem 2.1 of [12], (u + ln sin θ, v) ∈ C3,α(B1 \ {0}) for any α ∈ (0, 1), and there exists a
harmonic map Φ̄ = (ū, v̄): S2 \ {N,S} → H2 satisfying

(8.3) (ū+ ln sin θ, v̄) ∈ C3,α(S2), v̄(N) = a, v̄(S) = −a,

3Note that Φ in the current setting has a different meaning from that in [12].
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such that

(8.4) sup
S2\{N,S}

(
|(r∂r)l∇k

S2 (u(r)− ū) |+ e(3+α−k)ū|(r∂r)l∇k
S2 (v(r)− v̄) |

)
≤ C̄rβ

for l+k ≤ 3, where C̄ and β are positive constants and Φ(r) = Φ(r, ·). The map Φ̄ is the tangent
map of Φ at the origin, and the constant β depends only on Φ̄.

In the following, we fix a harmonic map Φ = (u, v) and its tangent map Φ̄ = (ū, v̄) as above.
Let L = (L1, L2) be the linearized harmonic map operator at Φ, which is given by

L1φ = ∆φ1 − 8e4u|∇v|2φ1 − 4e4u∇v · ∇φ2,

L2φ = ∆φ2 + 4∇u · ∇φ2 + 4∇v · ∇φ1,
(8.5)

for φ = (φ1, φ2) with φ1 ∈ C2(B1) and φ2 ∈ C2
c (B1 \Γ). Here, ∆ and ∇ are with respect to the

flat metric in R3. The spherical part T = (T1, T2) of L at Φ is given by

T1φ = ∆g0φ1 − 8e4u|∇g0v|2φ1 − 4e4u∇g0v · ∇g0φ2,

T2φ = ∆g0φ2 + 4∇g0u · ∇g0φ2 + 4∇g0v · ∇g0φ1,
(8.6)

where g0 = dθ2 + sin2 θdϕ2 is the round metric on S2.
Denote by L2(S2, e4ū) the subspace of L2(S2) consisting of all functions f with the bounded

norm

(8.7) ∥f∥L2(S2,e4ū) =
(∫

S2
e4ūf2 dvolg0

)1/2
,

and by H1
0 (S2, e4ū) the closure of C∞

c (S2 \ {N,S}) under the norm

(8.8) ∥f∥H1(S2,e4ū) =
(∫

S2
e4ū(|∇g0f |2 + f2) dvolg0

)1/2
.

The inner products associated with these norms will be denoted by the braces ⟨·, ·⟩. Introduce
the bilinear form

B[φ,ψ] =
∫
S2

(
∇g0φ1 · ∇g0ψ1 + e4ū∇g0φ2 · ∇g0ψ2 + 8e4ū|∇g0 v̄|2φ1ψ1

+ 4e4ūψ1∇g0 v̄ · ∇g0φ2 − 4e4ūψ2∇g0 v̄ · ∇g0φ1

)
dvolg0 ,

(8.9)

for any φ = (φ1, φ2), ψ = (ψ1, ψ2) ∈ H1(S2) × H1
0 (S2, e4ū). If φ1 ∈ C2(S2) and φ2 ∈ C2

c (S2 \
{N,S}), then
(8.10) B[φ,ψ] = −⟨T φ,ψ⟩L2(S2,1×e4ū) = −⟨T1φ,ψ1⟩L2(S2) − ⟨T2φ,ψ2⟩L2(S2,e4ū).

It was proved in [12] that B is symmetric and nonnegative on H1(S2)×H1
0 (S2, e4ū), and zero is

the least and simple eigenvalue of the problem

(8.11) −T φ = µφ in S2 \ {N,S}, φ2(N) = φ2(S) = 0.

Let

(8.12) 0 = µ1 < µ2 ≤ · · · ≤ µi ≤ · · · → ∞
be the collection of eigenvalues, and φ(i) be the normalized eigenfunction corresponding to µi.

We present a result on the asymptotic behavior of solutions to the linearized equation

(8.13) Lw = f in B1 \ Γ, w2 = 0 on Γ ∩B1,
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as x → 0. The weak solutions will be understood in the integration by parts sense. Their
regularity and local derivative estimates can be deduced from [12, Proposition 3.9].

Proposition 8.1. Assume that f = (f1, f2) ∈ C1(B1 \ Γ) satisfies

(8.14) |∇k(r2f1 − f̄1)|+ e2u|∇k(r2f2 − f̄2)| ≤ Krγ−k in B1 \ Γ, k = 0, 1,

for some positive constants K, γ, and a C1-function f̄ = (f̄1, f̄2) on S2. Let w = (w1, w2) be a
weak solution of (8.13) satisfying (w1, e

2uw2) ∈ L∞(B1). Then for any φ ∈ H1(S2)×H1
0 (S2, e4ū)

with T φ = 0 we have

(8.15) ⟨f̄ , φ⟩L2(S2,1×e4ū) = 0,

and there exists a function w̄ = (w̄1, w̄2) ∈ H1(S2)×H1
0 (S2, e4ū) with

(8.16) T w̄ = f̄ in S2 \ {N,S}.

Moreover, there is a universal constant 0 < β̄ ≤ min{β, γ} such that for k = 0, 1 and any
α ∈ (0, 1) it holds that

|∇k(w1 − w̄1)|(x) + (sin θ)k−3−α|∇k(w2 − w̄2)|(x) ≤ C|x|β̄−k in B1 \ Γ,(8.17)

where C is a constant depending only on K, α, γ, and the L∞-norms of w1, e
2uw2, r

2f1, and
r2e2uf2 in B1.

Although w in Proposition 8.1 is assumed to be bounded in B1, in some applications only
its bound in B1 \ Bδ is known, for some δ > 0. In order to apply Proposition 8.1, we need to
estimate the bound of w in B1 in terms of that in B1 \Bδ.

Proposition 8.2. Let f and w be as in Proposition 8.1. Then there exists 0 < δ < 1/2
depending only on γ, a, as well as C̄ and β in (8.4), such that

∥|w1|+ e2u|w2|∥L∞(B1/2)

≤ C
(
∥|w1|+ e2u|w2|∥L∞(B1/2\Bδ) + ∥|r2f1|+ e2u|r2f2|∥L∞(B1) +K

)
.

(8.18)

Moreover, (8.17) holds for C depending only on K, α, γ and the L∞-norms of w1 and e2uw2 in
B1 \Bδ.

To prove Propositions 8.1 and 8.2, it is convenient to adopt the cylindrical coordinate t =
− ln r. Then the Euclidean metric becomes

(8.19) (dx)2 = dr2 + r2g0 = e−2t(dt2 + g0).

In what follows we will set

(8.20) ĝ = dt2 + g0,

which is the standard product metric on R+ × S2. Denote by ∇ĝ and ∆ĝ the gradient operator
and the Laplace-Beltrami operator with respect to the metric ĝ on R+ × S2, in particular

(8.21) ∇ĝ = (∂t,∇g0), ∆ĝ = ∂2t +∆g0 .
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Recall that (ū, v̄) is the tangent map of Φ and L is the linearized harmonic map operator at
Φ. In the new coordinates this takes the form

e−2tL1φ = (∂2t − ∂t +∆g0)φ1 − 8e4u|∇ĝv|2φ1 − 4e4u∇ĝv · ∇ĝφ2,

e−2tL2φ = (∂2t − ∂t +∆g0)φ2 + 4∇ĝu · ∇ĝφ2 + 4∇ĝv · ∇ĝφ1.
(8.22)

Write

(8.23) e−2tLφ = Lφ+Qφ,
where L = (L1,L2) and Q = (Q1,Q2) are given by

L1φ = (∂2t − ∂t +∆g0)φ1 − 8e4ū|∇g0 v̄|2φ1 − 4e4ū∇g0 v̄ · ∇g0φ2,

L2φ = (∂2t − ∂t +∆g0)φ2 + 4∇g0 ū · ∇g0φ2 + 4∇g0 v̄ · ∇g0φ1,
(8.24)

and

Q1φ = (8e4ū|∇g0 v̄|2 − 8e4u|∇ĝv|2)φ1 + (4e4ū∇g0 v̄ · ∇g0φ2 − 4e4u∇ĝv · ∇ĝφ2),

Q2φ = 4∇ĝu · ∇ĝφ2 + 4∇ĝv · ∇ĝφ1 − 4∇g0 ū · ∇g0φ2 − 4∇g0 v̄ · ∇g0φ1.
(8.25)

The operator T introduced earlier is the spherical part of L. We point out that the coefficients
of L do not depend on t. The next result asserts that Qw is a perturbative term.

Lemma 8.3. Let C̄ and β be as in (8.4). For any w = (w1, w2) ∈ C1(B1 \ Γ), the estimate

(8.26) |Q1w|+ e2u|Q2w| ≤ Ce−βt
(
|w1|+ |∇ĝw1|+ e2u|∇ĝw2|

)
is valid with a constant C depending only on C̄.

Proof. A straightforward calculation yields

|Q1w|+ e2u|Q2w| ≤ C
(
|u− ū|+ |∇ĝ(u− ū)|+ e2u|∇ĝ(v − v̄)|

)
·
(
|w1|+ |∇ĝw1|+ e2u|∇ĝw2|

)
.

(8.27)

The desired result follows from (8.4), reformulated on the cylinder. □

We now prove Propositions 8.1 and 8.2 in the new coordinates. Note that the f appearing in
these propositions differs from that of the following result, by a scaling factor of e−2t.

Proposition 8.4. Assume that f = (f1, f2) ∈ C1(R+ ×
(
S2 \ {N,S}

)
) satisfies

(8.28) |∇k
ĝ(f1 − f̄1)|+ e2u|∇k

ĝ(f2 − f̄2)| ≤ Ke−γt in R+ ×
(
S2 \ {N,S}

)
, k = 0, 1,

for some positive constants K, γ, and a C1-function f̄ = (f̄1, f̄2) on S2. Let w satisfying
(w1, e

2uw2) ∈ L∞(R+ × S2) be a weak solution of

(8.29) e−2tLw = f in R+ × S2, w2 = 0 on R+ × {N,S}.
Then for any φ ∈ H1(S2)×H1

0 (S2, e4ū) with T φ = 0 we have

(8.30) ⟨f̄ , φ⟩L2(S2,1×e4ū) = 0,

and there exists a function w̄ = (w̄1, w̄2) ∈ H1(S2)×H1
0 (S2, e4ū) with

(8.31) T w̄ = f̄ in S2 \ {N,S}.
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Moreover for all 0 < β̄ ≤ min{β, γ} with β̄2 + β̄ < µ2, k = 0, 1, and any α ∈ (0, 1) it holds that

sup
S2\{N,S}

(
|∇k

ĝ(w1(t)− w̄1)|+ (sin θ)k−3−α|∇k
ĝ(w2(t)− w̄2)|

)
≤ Ce−β̄t

{
sup

R+×(S2\{N,S})

(
|w1|+ e2u|w2|

)
+ sup

R+×(S2\{N,S})

(
|f1|+ e2u|f2|

)
+K

}
,

(8.32)

where C is a constant depending only on K, α, γ, β, and β̄.

Proof. The proof consists of two steps. For brevity we will make use of the notation

(8.33) ∥·∥L2 = ∥·∥L2(S2;1×e4ū), ⟨·, ·⟩L2 = ⟨·, ·⟩L2(S2;1×e4ū), A = sup
t∈[0,∞)

(
∥w(t)∥L2 +∥f(t)∥L2

)
.

Step 1. By a local estimate for w (see the proof of [12, Proposition 3.9]), for any t ≥ 1 and
k = 0, 1 we have

(8.34) sup
S2\{N,S}

(
|∇k

ĝw1(t)|+(sin θ)k−3−α|∇k
ĝw2(t)|

)
≤ C

(∫ t+1

t−1

(
∥w(s)∥2L2+∥f(s)∥2L2

)
ds
)1/2

≤CA.

It follows that Lemma 8.3 implies

(8.35) |Q1w|+ e2u|Q2w| ≤ CAe−βt, t ≥ 1.

By setting γ̄ = min{γ, β} we then have that for t in this range∥∥(f − f̄)−Qw
∥∥
L2 ≤ C(A+K)e−γ̄t.(8.36)

Now write equations (8.29) as

(8.37) w′′ − w′ + T w = f̄ + (f − f̄)−Qw in R+ × S2,

where the prime notation indicates t-derivatives. Taking an inner product with the eigenfunction
φ(1) in L2(S2, 1× e4ū) then yields

(8.38)
d2

dt2
⟨w,φ(1)⟩L2 − d

dt
⟨w,φ(1)⟩L2 = ⟨f̄ , φ(1)⟩L2 + ⟨f − f̄ −Qw,φ(1)⟩L2 ,

which is a second order ODE for ⟨w,φ(1)⟩L2 . The first term on the right-hand side is constant
and the second term decays exponentially as t→ ∞ according to (8.36). Therefore

(8.39) ⟨w,φ(1)⟩L2 = c1 + c2e
t − t⟨f̄ , φ(1)⟩L2 +

∫ ∞

t
(1− et−s)⟨f(s)− f̄ −Qw(s), φ(1)⟩L2ds,

for some constants c1 and c2. Since ⟨w,φ(1)⟩L2 is bounded, we must have c2 = 0 and ⟨f̄ , φ(1)⟩L2 =
0. Hence, there exists a unique w̄∗ = (w̄∗1, w̄∗2) ∈ H1(S2)×H1

0 (S2, e4ū) satisfying

(8.40) T w̄∗ = f̄ on S2 and ⟨w̄∗, φ
(1)⟩L2 = 0.

Moreover, note that

(8.41)
∣∣⟨w(t)− w̄∗, φ

(1)⟩L2 − c1
∣∣ ≤ C(A+K)e−γ̄t, t ≥ 1.

Step 2. We will now establish (8.32), which follows from standard ODE analysis. Set

ŵ(t) = w(t)− w̄∗ − ⟨w(t)− w̄∗, φ
(1)⟩L2φ(1),(8.42)
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and

(8.43) f̂(t) = (f(t)− f̄)−Qw(t)− ⟨(f(t)− f̄)−Qw(t), φ(1)⟩L2φ(1).

Then

(8.44) ŵ′′ − ŵ′ + T ŵ = f̂ in R+ × S2,

and

(8.45) ∥f̂(t)∥L2 ≤ C(A+K)e−γ̄t, t ≥ 1.

Moreover ⟨ŵ(t), φ(1)⟩L2 = 0 and hence

(8.46) B[ŵ(t), ŵ(t)] ≥ µ2∥ŵ(t)∥2L2 ,

where B is the bilinear form defined by (8.9). Taking an inner product of the equation (8.44)
with −ŵ(t) in L2(S2, 1× e4ū) produces

(8.47) ⟨ŵ(t),−ŵ′′(t) + ŵ′(t)⟩L2 + B[ŵ(t), ŵ(t)] = −⟨ŵ(t), f̂(t)⟩L2 .

For any t ≥ 0 set

(8.48) y(t) = ∥ŵ(t)∥L2 =
(∫

S2

(
ŵ2
1(t) + e4ūŵ2

2(t)
)
dvolg0

)1/2
,

and note that y is differentiable at t > 0 if y(t) > 0. At such t we have

(8.49) y(t)y′(t) = ⟨ŵ(t), ŵ′(t)⟩L2 , y(t)y′′(t) + [y′(t)]2 = ⟨ŵ(t), ŵ′′(t)⟩L2 + ⟨ŵ′(t), ŵ′(t)⟩L2 .

The Cauchy-Schwarz inequality implies that if y(t) > 0 then |y′(t)| ≤ ∥ŵ′(t)∥L2 and hence

(8.50) y(t)y′′(t) ≥ ⟨ŵ(t), ŵ′′(t)⟩L2 .

It follows that for t ≥ 1 inequalities (8.45) and (8.46) yield

(8.51) −y(t)y′′(t) + y(t)y′(t) + µ2y(t)
2 ≤ y(t)∥f̂(t)∥L2 ≤ C(A+K)y(t)e−γ̄t,

and thus when y(t) > 0 we obtain

(8.52) −y′′(t) + y′(t) + µ2y(t) ≤ C(A+K)e−γ̄t, t ≥ 1.

Consider 0 < β̄ ≤ γ̄ with β̄2 + β̄ < µ2. For some positive constant B to be determined, set

z(t) = Be−β̄(t−1) and observe that

(8.53) −z′′(t) + z′(t) + µ2z(t) = B(µ2 − β̄2 − β̄)e−β̄(t−1).

We choose B large enough such that

(8.54) B(µ2 − β̄2 − β̄) > C(A+K) and B > ∥ŵ(1)∥L2 .

Hence, y(1) < z(1) and if y(t) > 0 then

(8.55) −(y − z)′′(t) + (y − z)′(t) + µ2(y − z)(t) < 0, t ≥ 1.

We now claim that y(t) ≤ z(t) for any t ≥ 1. If y− z has a local nonnegative maximum at some
t∗ > 1 then

(8.56) (y − z)(t∗) ≥ 0, (y − z)′(t∗) = 0, (y − z)′′(t∗) ≤ 0,
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and in particular, y(t∗) ≥ z(t∗) > 0, contradicting (8.55) at t∗. Thus, y − z does not have a
local nonnegative maximum on (0,∞). Assume (y− z)(t0) > 0 for some t0 > 1. Then y(t0) > 0
and (8.55) holds at t0. If (y− z)(t) < (y− z)(t0) for some t > t0, then y− z has a local positive
maximum in (1, t), leading to a contradiction. Therefore, (y − z)(t) ≥ (y − z)(t0) > 0 for all
t > t0. In particular, y(t) > z(t) > 0 for all t > t0 so that (8.55) holds whenever t > t0. Next
observe that for any s > t > t0, a similar argument shows that (y − z)(s) ≥ (y − z)(t). In other
words, y − z is nondecreasing on (t0,∞). Hence (y − z)′ ≥ 0 on (t0,∞), and by (8.55) we have

(8.57) (y − z)′′(t) > (y − z)′(t) + µ2(y − z)(t) ≥ µ2(y − z)(t0), t > t0.

It follows that y(t) → ∞, which contradicts the boundedness of w on R+×S2. Thus y(t) ≤ z(t)
for all t ≥ 1, and hence

(8.58) ∥ŵ(t)∥L2 ≤ Be−β̄(t−1), t ≥ 1.

The proof of [12, Proposition 3.9] applied to equation (8.44) in (t − 1, t + 1) × S2, for t > 2
and k = 0, 1, now implies

sup
S2\{N,S}

(
|∇k

ĝŵ1(t)|+ (sin θ)k−3−α|∇k
ĝŵ2(t)|

)
≤ C

(∫ t+1

t−1

(
∥ŵ(s)∥2L2 + ∥f̂(s)∥2L2

)
ds
)1/2

≤ C(A+K)e−β̄t.

(8.59)

Note that by (8.42) we have

(8.60) w(t)− w̄∗ − c1φ
(1) = ŵ(t) +

[
⟨w(t)− w̄∗, φ

(1)⟩ − c1
]
φ(1).

Then for k = 0, 1 the estimates (8.41) and (8.59) produce

sup
S2\{N,S}

(
|∇k

ĝ(w1(t)− w̄∗1 − c1φ
(1)
1 )|+ (sin θ)k−3−α|∇k

ĝ(w2(t)− w̄∗2 − c1φ
(1)
2 )|

)
≤ C(A+K)e−β̄t.

(8.61)

This establishes the desired result with w̄ = w̄∗ + c1φ
(1). □

Proposition 8.5. Let f and w be as in Proposition 8.4. Then there exists t∗ > 10 depending
only on γ, a, as well as C̄ and β in (8.4), such that

∥|w1|+ e2u|w2|∥L∞(R+×S2)

≤ C
(
∥|w1|+ e2u|w2|∥L∞([0,t∗]×S2) + ∥|f1|+ e2u|f2|∥L∞(R+×S2) +K

)
.

(8.62)

Moreover, (8.32) holds with the L∞-norms of w1 and e2uw2 on [0,∞) × S2 replaced by that on
[0, t∗]× S2.

Proof. For brevity we will write ∥ · ∥L2 = ∥ · ∥L2(S2;1×e4ū). Let w̄∗ be as in (8.40) and set

(8.63) w̃(t) = w(t)− w̄∗, f̃(t) = (f − f̄)−Qw.
Then

(8.64) w̃′′ − w̃′ + T w̃ = f̃ in R+ × S2.
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We will expand w̃ and f̃ according to the eigenfunctions {φ(i)} as

(8.65) w̃(t) =
∞∑
i=1

w̃(i)(t)φ(i), f̃(t) =
∞∑
i=1

f̃ (i)(t)φ(i).

The regularity of w obtained from [12, Proposition 3.9] guarantees that the expansion can be
differentiated term by term so that

(8.66)
d2

dt2
w̃(i) − d

dt
w̃(i) − µiw̃

(i) = f̃ (i) in R+.

For i ≥ 1 define

(8.67) λ+i =
1

2

(
1 +

√
1 + 4µi

)
, λ−i =

1

2

(
1−

√
1 + 4µi

)
,

and note that λ+i ≥ 1, λ−i ≤ 0, as well as λ+1 = 1, λ−1 = 0. We will treat i = 1 differently from

i ≥ 2. Since w̃(i) is bounded on R+, there exists a constant c−i such that

(8.68) w̃(i)(t) = c−i e
λ−
i t + w̃

(i)
∗ (t),

where for i = 1 the remaining function takes the form

(8.69) w̃
(1)
∗ (t) = −

∫ ∞

t
et−sf̃ (1)(s) ds+

∫ ∞

t
f̃ (1)(s) ds,

and for i ≥ 2 it becomes

(8.70) w̃
(i)
∗ (t) =

1

λ−i − λ+i

∫ ∞

t
eλ

+
i (t−s)f̃ (i)(s) ds+

1

λ−i − λ+i

∫ t

2
eλ

−
i (t−s)f̃ (i)(s) ds.

Correspondingly, we may write

(8.71) w̃(t) = w̃0(t) + w̃∗(t), w̃0(t) =

∞∑
i=1

c−i e
λ−
i tφ(i), w̃∗(t) =

∞∑
i=1

w̃
(i)
∗ (t)φ(i).

By the explicit expression of w̃0(t) for t ≥ 2, it follows that

(8.72) ∥w̃0(t)∥2L2 =
∞∑
i=1

(c−i )
2e2λ

−
i t ≤

∞∑
i=1

(c−i )
2e2·2λ

−
i = ∥w̃0(2)∥2L2 .

Moreover, the triangle inequality then gives

∥w̃(t)∥L2 ≤ ∥w̃0(t)∥L2 + ∥w̃∗(t)∥L2 ≤ ∥w̃0(2)∥L2 + ∥w̃∗(t)∥L2

≤ ∥w̃(2)∥L2 + ∥w̃∗(2)∥L2 + ∥w̃∗(t)∥L2 .
(8.73)

For t ≥ 2 this, together with w(t) = w̃(t) + w̄∗, implies

∥w(t)∥L2 ≤ ∥w(2)∥L2 + 2∥w̄∗∥L2 + ∥w̃∗(2)∥L2 + ∥w̃∗(t)∥L2

≤ ∥w(2)∥L2 + C∥f̄∥L2 + ∥w̃∗(2)∥L2 + ∥w̃∗(t)∥L2 .
(8.74)
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We next estimate w̃∗. By (8.70) and the Hölder inequality, we have for i ≥ 2 and t ≥ 2 that

|w̃(i)
∗ (t)|2 ≤ C

(λ+i )
3

∫ ∞

t
eλ

+
i (t−s)|f̃ (i)(s)|2 ds+ C

(λ+i )
3

∫ t

2
eλ

−
i (t−s)|f̃ (i)(s)|2 ds

≤ C

∫ ∞

t
et−s|f̃ (i)(s)|2 ds+ C

∫ t

2
eλ

−
2 (t−s)|f̃ (i)(s)|2 ds,

(8.75)

where in the second inequality λ+i ≥ λ+2 ≥ 1 and λ−i ≤ λ−2 < 0 were used. Similarly, for i = 1
and t ≥ 2 we find that (8.69) yields

(8.76) |w̃(1)
∗ (t)|2 ≤ C

∫ ∞

t
et−s|f̃ (1)(s)|2 ds+ C

(∫ ∞

t
|f̃ (1)(s)| ds

)2
.

Since

(8.77) ∥w̃∗(t)∥2L2 =
∞∑
i=1

|w̃(i)
∗ (t)|2, ∥f̃(t)∥2L2 =

∞∑
i=1

|f̃ (i)(t)|2,

for t ≥ 2 we have

(8.78) ∥w̃∗(t)∥2L2 ≤ C

∫ ∞

t
et−s∥f̃(s)∥2L2 ds+ C

∫ t

2
eλ

−
2 (t−s)∥f̃(s)∥2L2 ds+ C

(∫ ∞

t
|f̃ (1)(s)| ds

)2
,

and hence

(8.79) ∥w̃∗(t)∥2L2 ≤ C sup
s∈[2,∞)

∥f̃(s)∥2L2 + C
(∫ ∞

t
|f̃ (1)(s)| ds

)2
.

It is obvious that

(8.80) ∥f̃(s)∥L2 ≤ ∥f(s)− f̄∥L2 + ∥Qw(s)∥L2 ≤ CKe−γs + ∥Qw(s)∥L2 ,

and

(8.81) |f̃ (1)(s)| ≤ ∥f̃(s)∥L2 ≤ CKe−γs + ∥Qw(s)∥L2 ,

so that

(8.82) ∥w̃∗(t)∥L2 ≤ C
(
K + sup

s∈[2,∞)
∥Qw(s)∥L2 +

∫ ∞

t
∥Qw(s)∥L2 ds

)
.

Furthermore, by Lemma 8.3 we have

(8.83) ∥Qw(s)∥L2 ≤ Ce−βs
(
∥w(s)∥L2 + ∥∇ĝw(s)∥L2

)
,

and a local estimate for w (see Proposition 3.9 of [12]) when s ≥ 2 produces

∥∇ĝw(s)∥2L2 ≤ C

∫ s+1

s−1
(∥f(τ)∥2L2 + ∥w(τ)∥2L2) dτ

≤ C sup
[s−1,s+1]

∥f(τ)∥2L2 + C

∫ s+1

s−1
∥w(τ)∥2L2 dτ,

(8.84)

so that

∥Qw(s)∥L2 ≤ Ce−βs
(

sup
[s−1,s+1]

∥f(τ)∥L2 + ∥w(s)∥L2 +
(∫ s+1

s−1
∥w(τ)∥2L2 dτ

)1/2)
.
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Next note that a simple substitution gives

∥w̃∗(t)∥L2 ≤ C
(
K + sup

s∈[1,∞)
∥f(s)∥L2 + sup

s∈[1,∞)
e−βs∥w(s)∥L2

+

∫ ∞

t
e−βs∥w(s)∥L2 ds+

∫ ∞

t
e−βs

(∫ s+1

s−1
∥w(τ)∥2L2 dτ

)1/2
ds
)

≤ C
(
K + sup

s∈[1,∞)
∥f(s)∥L2 + sup

s∈[1,∞)
e−

β
2
s∥w(s)∥L2

)
;

(8.85)

this holds for any t ≥ 2.
By substituting (8.85) into (8.74) we obtain

(8.86) ∥w(t)∥L2 ≤ C
(
∥w(2)∥L2 +K + sup

s∈[1,∞)
∥f(s)∥L2 + sup

s∈[1,∞)
e−

β
2
s∥w(s)∥L2

)
.

Next, let t∗ > 1 and break the interval of the last term on the right-hand side into [1, t∗] and
[t∗,∞) to find

sup
t∈[t∗,∞)

∥w(t)∥L2 ≤ C
(
∥w(2)∥L2 +K + sup

s∈[1,∞)
∥f(s)∥L2 + sup

s∈[1,t∗]
e−

β
2
s∥w(s)∥L2

)
+ Ce−

β
2
t∗ sup

s∈[t∗,∞)
∥w(s)∥L2 .

(8.87)

Choosing t∗ > 2 large enough such that Ce−βt∗/2 < 1/2 then produces

(8.88) sup
t∈[t∗,∞)

∥w(t)∥L2 ≤ C
(
K + sup

s∈[1,∞)
∥f(s)∥L2 + sup

s∈[1,t∗]
∥w(s)∥L2

)
.

Furthermore by the local estimate [12, Proposition 3.9], for any t > 3 and k = 0, 1, we have

(8.89) |∇k
ĝw1(t)|+ (sin θ)k−3−α|∇k

ĝw2(t)| ≤ C
(
K + sup

s∈[1,∞)
∥f(s)∥L2 + sup

s∈[1,t∗]
∥w(s)∥L2

)
.

Following the proof of Proposition 8.4, using (8.89) in place of (8.34), yields the desired (8.32)
with the L∞-norms of w1 and e2uw2 on [0,∞)× S2 replaced by that on [0, t∗]× S2. □

Remark 8.6. Given the propositions above, one can improve (8.4) by identifying higher order
limits of (u, v) as x→ 0. In particular, we find that β > 0 depends only on µ2.

9. Differentiability of Singular Harmonic Maps With Respect to Parameters

We now study the harmonic maps discussed in Section 3 which depend on parameters, and
provide a proof of Theorem 3.1 and Corollary 3.2. Let z0 = (z0,1, . . . , z0,N ) with z0,1 < z0,2 <
· · · < z0,N denote the collection of z-coordinates for points p0i = (0, 0, z0,i) ∈ R3, and set

δ0 := 1
8 min1≤i≤N−1{z0,i+1 − z0,i}. Generic points in R3 will be denoted by y = (y1, y2, y3). Let

χ̄1 be a smooth function on [0,∞) with support in [0,
√
2δ0), 0 ≤ χ̄1 ≤ 1, and χ̄1(t) = 1 for

t ≤ δ0, and define

(9.1) χ̄(y) = χ̄1(ρ(y)) · χ̄1(|y3|)
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where ρ(y) =
√
y21 + y22. Consider the map Πz : R3 → R3 given by

(9.2) y 7→ y +

N∑
i=1

(zi − z0,i)χ̄(y1, y2, y3 − z0,i)e3 =: x,

where e3 = (0, 0, 1). Note that it is a diffeomorphism when z ∈ BN
δ1
(z0) for some small δ1 > 0,

and that Πz(p
0
i ) = pi for every 1 ≤ i ≤ N . Furthermore, the coefficients of the pull back of the

Euclidean metric gz = Π∗
zδδδ = (gz)abdy

adyb take the form

(9.3) (gz)ab(y) = δδδab +

N∑
i=1

(
(zi − z0,i)(δδδa3∂bχ̄+ δδδb3∂aχ̄) + (zi − z0,i)

2∂aχ̄∂bχ̄
)
(y1, y2, y3 − z0,i).

Notice that

(9.4) (gz)ab = δδδab on ∪N
i=1 Bδ0(p

0
i ) ∪ (R3 \ ∪N

i=1B2δ0(p
0
i )),

and

(9.5) ∆g ln ρ = ∆Π∗
zδδδ
(Π∗

z ln ρ) = Π∗
z (∆δδδ ln ρ) = 0 in R3.

Moreover, we may choose 0 < ε0 ≤ min{δ0, δ1} small enough so that, in the sense of positive
definite matrices, 1

2δδδ ≤ gz ≤ 2δδδ for z ∈ Bε0(z0). For convenience, in what follows we will forgo
the subscript z and simply write g in place of gz.

For simplicity, we shall only consider the case when one component zi0 of z is varying, so that
zi = z0,i for i ̸= i0. It will become evident that the general case can be proved similarly, albeit
with a tedious but straightforward adaptation. Without loss of generality we may assume that
z0,i0 = 0, and denote s := zi0 ∈ (−δ0, δ0). To streamline the notation set

(9.6) Φ(s, y) = (u(s, y), v(s, y)) := Φz(Πz(y)),

where Φz is the harmonic map defined in Section 3. In the y coordinates, the harmonic map
system becomes

(9.7) ∆gu− 2e4u|∇gv|2 = 0, ∆gv + 4∇gu · ∇gv = 0.

Let σ be a smooth function on R3 \ {p01, . . . , p0N} such that

(9.8) σ(y) =

{
distδδδ(y, {p01, . . . , p0N}) if distδδδ(y, {p01, . . . , p0N}) ≤ 2δ0,

|y| if |y| ≥ 2
∑N

i=1 |zi|+ 1,

and

(9.9)
1

2
distδδδ(y, {p01, . . . , p0N}) ≤ σ(y) ≤ 2distδδδ(y, {p01, . . . , p0N}).

Lemma 9.1. Let Φ = Φ(s) = (u(s), v(s)) be given by (9.6), for any s ∈ [−ε0, ε0]. Then

(9.10) dH2(Φ(s),Φ(0)) ≤ Λ in R3 \ Γ,
where Λ is a positive constant depending only on ε0 and {p01, . . . , p0N}. Moreover for any r ≥
2(|z0,1|+ |z0,N |), α ∈ (0, 1), and k = 1, 2, 3 we have

(9.11) |∇k
g

(
u(s) + ln

ρ

σ

)
|+
(ρ
σ

)k−3−α
|∇k

gv(s)| ≤ C(r)σ−k in Br \ Γ,

where C(r) is a constant independent of s.
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Proof. Both estimates are consequences of slight modifications of the proofs from previous re-
sults, where the flat metric δδδ is replaced by g. In particular, the first conclusion follows from
Proposition 2.1 of [8] (see also [29]). The second one follows from Proposition 3.8 and Theorem
2.3 of [12], together with standard estimates in regions away from the axis. □

Remark 9.2. Notice that although the distance between Φ(s) and Φ(0) is defined only on R3\Γ,
according to [12, Theorems 2.1 and 2.3] it lies within C3,α(R3 \ {p01, . . . , p0N}) for any α ∈ (0, 1).

By Theorem 2.1 of [12] (see also (8.4) above), for each s ∈ [−ε0, ε0] and each pi, 1 ≤ i ≤ N
there exists a unique tangent map Φ̄i = (ūi, v̄i) from S2\{N,S} to H2, such that for any l+k ≤ 3
we have

sup
S2\{N,S}

(
|(ri∂ri)l∇k

S2(u(s, ri, θi)− ūi(s, θi))|

+ e(3+α−k)ūi |(ri∂ri)l∇k
S2(v(s, ri, θi)− v̄i(s, θi))|

)
≤ C1(s)r

β
i

(9.12)

in Bδ0(p
0
i ) \ {p0i }, where β > 0 is independent of s, ri = |y− p0i |, and sin θi =

ρ(y)
ri

. Furthermore,

(ūi + ln ρ
ri
, v̄i) ∈ C3,α(S2) for any α ∈ (0, 1), and v̄i = ci at the south pole S while v̄i = ci+1

at the north pole N ; see (3.2) for the explicit form. We will now prove that the dependence of
C1(s) on s can be removed.

Lemma 9.3. Let Φ = Φ(s) be given by (9.6), for any s ∈ [−ε0, ε0]. Then the constant C1(s) in
(9.12) is uniformly bounded for s ∈ [−ε0, ε0], and hence may be chosen independent of s.

Proof. Take an arbitrary sequence sn ∈ [−ε0, ε0], and let Φ(sn) be the corresponding solutions of
(9.7). By (9.10) and (9.11), the Arzelà-Ascoli theorem may be applied to extract a subsequence,
still denoted by Φ(sn), such that

(9.13) lim
n,m→∞

dH2(Φ(sn),Φ(sm)) = 0 in Bδ0(p
0
i ) \ (Bδ0/2(p

0
i ) ∪ Γ).

By (9.10), we have dH2(Φ(sn),Φ(sm)) ≤ C in Bδ0(p
0
n). Note also that the negative curvature of

the target space yields

(9.14) ∆
√

1 + dH2(Φ(sn),Φ(sm))2 ≥ 0 in Bδ0(p
0
i ) \ Γ.

Therefore, the maximum principle [28, Lemma 8] implies

(9.15) max
Bδ0

(p0i )\{p0i }
dH2(Φ(sn),Φ(sm)) ≤ max

∂Bδ0

dH2(Φ(sn),Φ(sm)).

These estimates show that the constants C∗ and C from Lemmas 5.6 and 5.7 of [12], are indepen-
dent of n. It then follows from the proof of [12, Theorem 5.8] that C1(sn) is uniformly bounded.
The desired result may now be obtained from a simple contradiction argument. Suppose that
there exists a sequence sn ∈ [−ε0, ε0] such that C1(sn) → ∞ as n → ∞. The argument above
shows that C1(sn) is bounded, leading to a contradiction. □

Let r0 > 8(|z0,1| + |z0,N |) be a large number. According to Theorem 2.3 of [12], for each s
and any α ∈ (0, 1) there exist constants ν0, ν1, ν2, C, and spherical harmonics Y1, Y2 of degrees
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1 and 2 such that within Bc
r0 we have∣∣u(s, r, θ) + ln ρ− ν0 − ν1r

−1 − Y1r
−2 − Y2r

−3
∣∣
C3(S2) ≤ Cr−3−β0 ,∣∣v(s, r, θ)− J0 cos θ(3− cos2 θ)− ν2r

−1 sin4 θ
∣∣
C3(S2) ≤ Cr−1−β0(sin θ)3+α,

(9.16)

where r = |y|, J0 is a multiple of total angular momentum, and β0 ∈ (0, 1) is independent of s.
Moreover, the corresponding asymptotics are valid for the r-derivatives of (u, v). We point out
that the constants ν0, ν1, ν2, C and functions |Y1|, |Y2| have uniform bounds for s ∈ [−ε0, ε0],
which depend only on Λ and r0.

Lemma 9.4. Let Φ = Φ(s) be given by (9.6), for any s ∈ [−ε0, ε0]. Then ν0 = 0 for all
s ∈ [−ε0, ε0] and

(9.17) dH2(Φ(s, y),Φ(0, y)) ≤ Cr−1 in Bc
r0 ,

where C is a positive constant independent of s.

Proof. For each fixed s, consider the original x coordinates. In this setting, recall the construc-
tion of Φ in [8]. In the proof of [8, Proposition 2.1], a model (or reference) map Φ̃ = (ũ, ṽ) is

constructed such that ṽ = ci on the interval Γi ⊂ Γ, 1 ≤ i ≤ N and Φ̃ coincides, for all large
values of |x|, with the extreme Kerr solution having potential constant value cN+1 for x3 > zN
and value c1 for x3 < z1 on the x3-axis. Next, one solves the Dirichlet problem for the harmonic
map system in a sequence of exhausting domains Ωn = {x | ρ(x) > 1/n, |x| < n}, with bound-
ary values given by the above model map; this generates a sequence of harmonic maps Φn in
Ωn. It is then shown that there is a uniform hyperbolic distance bound between Φn and Φ̃ on
compact subsets. The desired solution Φ is obtained by sending n to infinity and passing to a
subsequence. Furthermore, by Theorem 4.1 of [17] (with motivation from [25]) we have

(9.18)

(∫
R3

dH2(Φ, Φ̃)6dx

)1/3

<∞.

On the other hand, for large |x| the expansions (9.16) imply

(9.19) cosh
(
2dH2(Φ, Φ̃)

)
= cosh (2(u− ũ))+2e2(u+ũ)(v−ṽ)2 = cosh[2ν0+O(|x|−1)]+O(|x|−2),

from which it follows that ν0 = 0. □

We will begin the study of regularity for Φ(s), with respect to the s-parameter, by establishing
continuity in an L6-sense.

Proposition 9.5. Let Φ = Φ(s) be given by (9.6), for any s ∈ [−ε0, ε0]. Then for any s1, s2 ∈
[−ε0, ε0] we have

(9.20)

(∫
R3

dH2(Φ(s1),Φ(s2))
6dy

)1/6

≤ C|s1 − s2|1/2,

where C is a constant independent of s1 and s2.
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Proof. Since ρ(y) = ρ(Πz(y)), we may renormalize the first term of the harmonic maps with the
same expression in x or y-coordinates by U = u + ln ρ, and define the renormalized energy in
y-coordinates with

(9.21) Es(Φ(s)) =
∫
R3

(|∇g(s)U(s)|2 + e4u(s)|∇g(s)v(s)|2) dvolg(s).

Using that Φ(sj) is harmonic with respect to g(sj), j = 1, 2 the estimate of [17, Theorem 4.1]
(see also [25, Theorem 1.1]) gives

Es1(Φ(s2))− Es1(Φ(s1)) ≥ C

(∫
R3

dH2(Φ(s1),Φ(s2))
6dy

)1/3

,

Es2(Φ(s1))− Es2(Φ(s2)) ≥ C

(∫
R3

dH2(Φ(s1),Φ(s2))
6dy

)1/3

,

(9.22)

where C is a positive constant depending only on ε0, independent of s1 and s2. We point out
that these estimates were proved in the original coordinates x, however in light of (9.5) the same
arguments may be applied in the current y-coordinate setting. Next observe that

Es1(Φ(s2))− Es1(Φ(s1)) + Es2(Φ(s1))− Es2(Φ(s2))
= Es1(Φ(s2))− Es2(Φ(s2)) + Es2(Φ(s1))− Es1(Φ(s1)).

(9.23)

By a straightforward computation the terms on the right-hand side may be estimated by

(|∇g(s1)U |2 + e4u|∇g(s1)v|2)
√

det g(s1)− (|∇g(s2)U |2 + e4u|∇g(s2)v|2)
√

det g(s2)

= (|∇g(s1)U |2 + e4u|∇g(s1)v|2)(
√
det g(s1)−

√
det g(s2))

+ [(|∇g(s1)U |2 + e4u|∇g(s1)v|2)− (|∇g(s2)U |2 + e4u|∇g(s2)v|2)]
√

det g(s2)

≤ C(|∇g(s1)U |2 + e4u|∇g(s1)v|2)|s1 − s2| · χ{supp(g(s1)−g(s2))}

+ C|(gij(s1)− gij(s2))∂iU∂jU |+ e4u|(gij(s1)− gij(s2))∂iv∂jv|,

(9.24)

where χ{supp(g(s1)−g(s2))} is the indicator function of the support set of g(s1) − g(s2). Since
g(s1)− g(s2) is supported in B2δ0 \Bδ0 , we may apply (9.11) to obtain the desired result. □

We are now able to establish the Hölder continuity of Φ with respect to s.

Proposition 9.6. Let Φ = Φ(s) be given by (9.6), for any s ∈ [−ε0, ε0]. Then for any s1, s2 ∈
[−ε0, ε0] we have

(9.25) dH2(Φ(s1, y),Φ(s2, y)) ≤ C(1 + |y|)−1|s1 − s2|1/2 in R3 \ Γ,

and for k = 0, 1, 2, 3 as well as any α ∈ (0, 1) it holds that

|∇k
g(u(s1)− u(s2))|(y) +

(ρ
σ

)k−3−α
|∇k

g(v(s1)− v(s2))|(y)

≤ Cσ−k(1 + |y|)−1|s1 − s2|1/2 in R3 \ Γ,
(9.26)

where C is a constant independent of s1 and s2, and g = g(s) for any s ∈ [−ε0, ε0].
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Proof. Recall that p0i0 is the origin and z0,1 < · · · < z0,N . It follows from Proposition 9.5 above
and (the proof of) Proposition 3.9 of [12] that for any r > 2(|z0,1|+ |z0,N |) and α ∈ (0, 1) there
exists a constant C, depending only on r, δ0, and the boundary data c1, . . . , cN+1 such that for
all s1, s2 ∈ [−ε0, ε0] and k = 0, 1, 2, 3 we have

|∇k
g(u(s1)− u(s2))|+

(ρ
σ

)k−3−α
|∇k

g(v(s1)− v(s2))|

≤ C|s1 − s2|1/2 in Br \
(
Γ ∪N

i=1 Bδ0(p
0
i )
)
.

(9.27)

With the aid of (9.19), this in particular implies

(9.28) sup
Br\∪N

i=1Bδ0
(p0i )

dH2(Φ(s1, y),Φ(s2, y)) ≤ C|s1 − s2|1/2.

Furthermore, since the metrics g(s1) = g(s2) = δδδ agree in Bδ0 ∪Bc
2δ0

, it follows that

(9.29) ∆
√
1 + dH2(Φ(s1, y),Φ(s2, y))2 ≥ 0 in Bδ0 ∪Bc

2δ0 .

The first conclusion then follows from a maximum principle argument as in the proof of Lemma
9.3, together with Lemma 9.4. This inequality (9.25), in turn may be used to obtain the second
conclusion from the proof of [12, Proposition 3.9]. □

In the remainder of this section, we will study higher order regularity with respect to s. Let
g = g(s) be the metric as in (9.3). In view of (9.7) and Φ = (u, v), define

(9.30) F1(s,Φ) = ∆gu− 2e4u|∇gv|2, F2(s,Φ) = ∆gv + 4∇gu · ∇gv,

and write F(s,Φ) = (F1(s,Φ),F2(s,Φ)). Let Ls = (Ls,1, Ls,2) be the linearized operator of F
at Φ. A straightforward computation yields

Ls,1φ = ∆gφ1 − 8e4u|∇gv|2φ1 − 4e4u∇gv · ∇gφ2,

Ls,2φ = ∆gφ2 + 4∇gu · ∇gφ2 + 4∇gv · ∇gφ1,
(9.31)

for φ = (φ1, φ2) ∈ C1
c (R3)× C1

c (R3 \ Γ). Define

Bs[φ,ψ] =

∫
R3

(
∇gφ1 · ∇gψ1 + 8e4u|∇gv|2φ1ψ1 + e4u∇gφ2 · ∇gψ2

)
dvolg

+ 4

∫
R3

e4u
(
(∇gv · ∇gφ2)ψ1 − (∇gv · ∇gφ1)ψ2

)
dvolg.

(9.32)

This is the quadratic form associated with Ls.

Proposition 9.7. Let Φ = Φ(s) be given by (9.6), for any s ∈ [−ε0, ε0]. Then for all φ =
(φ1, φ2) with φ1 ∈ C1

c (R3) and φ2 ∈ C1
c (R3 \ Γ) we have

(9.33) Bs[φ,φ] ≥ C

(∫
R3

(|φ1|+ e2u|φ2|)6dy
)1/3

,

where C is a positive constant independent of s.

Proof. By Taylor’s theorem, for any t > 0 there exists t∗ ∈ (0, t) such that

(9.34) Es(Φ+ tφ)−Es(Φ) = t
d

dt
Es(Φ+ tφ)

∣∣∣
t=0

+
t2

2

d2

dt2
Es(Φ+ tφ)

∣∣∣
t=t∗

=
t2

2

d2

dt2
Es(Φ+ tφ)

∣∣∣
t=t∗

.
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Moreover, as in the proof of Proposition 9.5 the estimate of [17, Theorem 4.1] applies to the
current setting and yields

(9.35) Es(Φ + tφ)− Es(Φ) ≥ C

(∫
R3

dH2(Φ + tφ,Φ)6dy

)1/3

,

where C is a positive constant independent of s. Therefore

(9.36) Bs[φ,φ] = lim
t→0

1

2

d2

dt2
Es(Φ + tφ)

∣∣∣
t=t∗

≥ lim inf
t→0

C

(∫
R3

(dH2(Φ + tφ,Φ)

t

)6
dy

)1/3

.

Next note that the hyperbolic distance expression (9.19) implies

(9.37) dH2(Φ + tφ,Φ) =
1

2
ln(ζ +

√
ζ2 − 1), ζ = cosh(2tφ1) + 2e2(2u+tφ1)t2φ2

2.

Since ζ = 1 + 2t2(φ2
1 + e4uφ2

2) +O(t3) we obtain

(9.38) ζ +
√
ζ2 − 1 = 1 + 2t

√
φ2
1 + e4uφ2

2 +O(t2),

and hence

(9.39) lim
t→0

dH2(Φ + tφ,Φ)

t
=
√
φ2
1 + e4uφ2

2.

The stated result then follows easily. □

For each s ∈ [−ε0, ε0], denote by H the closure of C1
c (R3)× C1

c (R3 \ Γ) under the norm

(9.40) ∥φ∥H =
√

Bs[φ,φ].

By Proposition 9.7 we have the following Sobolev type inequality

(9.41)

(∫
R3

(|φ1|+ e2u|φ2|)6 dy
)1/6

≤ C∥φ∥H for any φ ∈ H,

where C is a positive constant independent of s. We point out that the space H is independent
of s and the norms ∥φ∥H corresponding to different s ∈ [−ε0, ε0] are comparable.

Consider the linear equation with boundary condition

(9.42) Lsw = f in R3 \ Γ, w2 = 0 on Γ \ {p01, . . . , p0N}.
Given f = (f1, f2) with f1, f2 ∈ L1

loc(R3), we say that w ∈ H is a weak solution of (9.42) if

(9.43) Bs[w,φ] = −
∫
R3

(f1φ1 + e4uf2φ2)dvolg,

for all φ = (φ1, φ2) ∈ C1
c (R3)× C1

c (R3 \ Γ).
Lemma 9.8. Suppose that w ∈ H is a weak solution of (9.42) with f as above and satisfying

(9.44) |f1(y)|+ e2u(y)|f2(y)| ≤ C1σ(y)
−2(1 + |y|)−1 for y ∈ R3 \ Γ.

Then

(9.45) ∥w∥H ≤ CC1,

where C is a constant independent of s ∈ [−ε0, ε0] and w.



54 HAN, KHURI, WEINSTEIN, AND XIONG

Proof. By the density of compact support functions in H, together with Hölder’s inequality, and
the definition of weak solutions we have

Bs[w,w] = −
∫
R3

(f1w1 + e4uf2w2) dvolg

≤ CC1

∫
R3

σ(y)−2(1 + |y|)−1(|w1|+ e2u|w2|) dy

≤ CC1

(∫
R3

σ−
12
5 (1 + |y|)− 6

5 dy

) 5
6
(∫

R3

(|w1|+ e2u|w2|)6 dy
) 1

6

≤ CC1

(∫
R3

(|w1|+ e2u|w2|)6 dy
) 1

6

.

(9.46)

The lemma then follows from (9.41) immediately. □

It is now possible to improve Proposition 9.6 to obtain Lipschitz regularity in s.

Proposition 9.9. Let Φ = Φ(s) be given by (9.6), for any s ∈ [−ε0, ε0]. Then for any s1, s2 ∈
[−ε0, ε0] we have

(9.47) dH2(Φ(s1, y),Φ(s2, y)) ≤ C(1 + |y|)−1|s1 − s2| in R3 \ Γ,

and for k = 0, 1, 2, 3 as well as any α ∈ (0, 1) it holds that

|∇k
g(u(s1)− u(s2))|(y) +

(ρ
σ

)k−3−α
|∇k

g(v(s1)− v(s2))|(y)

≤ Cσ−k(1 + |y|)−1|s1 − s2| in R3 \ {p01, . . . , p0N},
(9.48)

where C is a constant independent of s1 and s2, and g = g(s) for any s ∈ [−ε0, ε0].

Proof. Take any s, τ such that s, s+ τ ∈ [−ε0, ε0]. We will first derive an equation satisfied by
Φ(s+ τ)− Φ(s). Note that F(s+ τ,Φ(s+ τ)) = F(s,Φ(s)) = 0, and thus

0 = F(s+ τ,Φ(s+ τ))−F(s,Φ(s))

= F(s+ τ,Φ(s+ τ))−F(s,Φ(s+ τ)) + F(s,Φ(s+ τ))−F(s,Φ(s))

− Ls

(
Φ(s+ τ)− Φ(s)

)
+ Ls

(
Φ(s+ τ)− Φ(s)

)
.

(9.49)

This may be rewritten as

(9.50) Ls

(
Φ(s+ τ)− Φ(s)

)
= P (s, τ ; y) +Q(s, τ ; y),

where

P (s, τ ; y) = −
[
F(s+ τ,Φ(s+ τ))−F(s,Φ(s+ τ))

]
,

Q(s, τ ; y) = −
[
F(s,Φ(s+ τ))−F(s,Φ(s))− Ls

(
Φ(s+ τ)− Φ(s)

)]
.

(9.51)

We point out that P involves g(s + τ) − g(s) and hence is supported in B2δ0 \ Bδ0 , while Q is
quadratic in Φ(s + τ) − Φ(s). Next set P = (P1, P2) and Q = (Q1, Q2), and write g = g(s) for
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brevity. Then a straightforward computations yields

Q1(s, τ ; y) = 2e4u(s)
(
e4(u(s+τ)−u(s)) − 1− 4(u(s+ τ)− u(s))

)
|∇gv(s)|2

+ 2e4u(s)
(
e4(u(s+τ)−u(s)) − 1

)(
|∇gv(s+ τ)|2 − |∇gv(s)|2

)
+ 2e4u(s)|∇gv(s+ τ)−∇gv(s)|2,

(9.52)

and

(9.53) Q2(s, τ ; y) = −4(∇gu(s+ τ)−∇gu(s)) · (∇gv(s+ τ)−∇gv(s)).

For any s1, s2 ∈ [−ε0, ε0] write s1 = s and s2 = s + τ , then according to (9.50) we find that
Φ(s2)− Φ(s1) is a solution of (9.42) at s = s1 with

(9.54) f = P (s1, s2 − s1; ·) +Q(s1, s2 − s1; ·).
By the explicit expressions of Q1 and Q2, Proposition 9.6, as well as (9.11) and (9.16) we have

(9.55) |Q1(s1, s2 − s1; y)|+ e2u(s1)|Q2(s1, s2 − s1; y)| ≤ C|s1 − s2|σ−2(1 + |y|)−2

on R3 \ Γ. A similar estimate holds for P , since P1, P2 involve g(s1) − g(s2) and are therefore
supported in B2δ0 \Bδ0 . Denoting f = (f1, f2), it follows that

(9.56) |f1(y)|+ e2u(y)|f2(y)| ≤ C|s1 − s2|σ−2(1 + |y|)−2 in R3 \ Γ.
By Lemma 9.8, noting that Φ(s1)− Φ(s2) ∈ H in light of (9.16) and (9.26), we get

(9.57) ∥Φ(s1)− Φ(s2)∥H ≤ C|s1 − s2|.
Inequality (9.41) then produces

(9.58)

(∫
R3

(|u(s1)− u(s2)|+ e2u(s1)|v(s1)− v(s2)|)6 dy
)1/6

≤ C|s1 − s2|,

and hence the distance formula (9.19) yields

(9.59)

(∫
R3

dH2(Φ(s1),Φ(s2))
6dy

)1/6

≤ C|s1 − s2|.

This is an improvement of Proposition 9.5 from the power 1/2 to 1 for |s1 − s2|. We can now
repeat the proof of Proposition 9.6 to obtain the desired result. □

We will next prove differentiability of Φ(s) with respect to s.

Proposition 9.10. Let Φ = Φ(s) be given by (9.6), for any s ∈ [−ε0, ε0]. Then ∇k
gΦ(s) is

differentiable in s except on the axis for k = 0, 1, 2, 3, and for any α ∈ (0, 1) it holds that

|∇k
g∂su(s)|(y) +

(ρ
σ

)k−3−α
|∇k

g∂sv(s)|(y) ≤ Cσ−k(1 + |y|)−1 in R3 \ Γ,(9.60)

where C is a constant independent of s.

Proof. We will adopt the notation from the proof of Proposition 9.9. Consider the difference
quotient

(9.61) DτΦ(s) =
1

τ
[Φ(s+ τ)− Φ(s)],
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for τ ̸= 0. By Proposition 9.9, for k = 0, 1, 2, 3 and any s, s+ τ ∈ [−ε0, ε0] we have

(9.62) |∇k
gDτu(s)|(y) +

(ρ
σ

)k−3−α
|∇k

gDτv(s)|(y) ≤ Cσ−k(1 + |y|)−1 in R3 \ Γ.

We will prove that the limits of ∇kDτu(s) and ∇kDτv(s) exist as τ → 0, therefore showing that
∇k

gu(s) and ∇k
gv(s) are differentiable in s and satisfy (9.60).

Dividing (9.50) by τ produces

(9.63) LsDτΦ(s) =
1

τ
P (s, τ ; y) +

1

τ
Q(s, τ ; y).

For any s, τ , and τ ′ ̸= 0 with s, s + τ, s + τ ′ ∈ [−ε0, ε0] define w(s, τ, τ ′) = DτΦ(s) −Dτ ′Φ(s),
and observe that a simple subtraction yields

(9.64) Ls

[
w(s, τ, τ ′)

]
= f(s, τ, τ ′),

where

(9.65) f(s, τ, τ ′) =
1

τ
P (s, τ ; ·)− 1

τ ′
P (s, τ ′; ·) + 1

τ
Q(s, τ ; ·)− 1

τ ′
Q(s, τ ′; ·).

The two differences on the right-hand side will be estimated below. In particular, by writing
f = (f1, f2) we claim that

(9.66) |f1(s, τ, τ ′)|(y) + e2u(y)|f2(s, τ, τ ′)|(y) ≤ C|τ − τ ′|σ−2(1 + |y|)−2 in R3 \ Γ.
With this, Lemma 9.8 applies to give

(9.67) ∥w(s, τ, τ ′)∥H ≤ C|τ − τ ′|.
Moreover, after setting w = (w1, w2) we find that (9.41) implies

(9.68)

(∫
R3

(|w1(s, τ, τ
′)|+ e2u(s)|w2(s, τ, τ

′)|)6 dy
)1/6

≤ C|τ − τ ′|,

and hence by the definition of w it follows that

(9.69)

(∫
R3

dH2(DτΦ(s), Dτ ′Φ(s))
6dy

)1/6

≤ C|τ − τ ′|.

We now proceed as in the proof of Proposition 9.6. Take any r sufficiently large, δ sufficiently
small, and any α ∈ (0, 1). By (the proof of) Proposition 3.9 of [12], for k = 0, 1, 2, 3 we have

|∇k
g [Dτu(s)−Dτ ′u(s)]|+

(ρ
σ

)k−3−α
|∇k

g [Dτv(s)−Dτ ′v(s)]|

≤ C|τ − τ ′| in Br \
(
Γ ∪N

i=1 Bδ(p
0
i )
)
,

(9.70)

where C is a constant depending on r and δ, independent of s. Hence, for k = 0, 1, 2, 3 the limits
of Dτ∇ku(s) and Dτ∇kv(s) exist as τ → 0, and thus ∇ku(s) and ∇kv(s) are differentiable with
respect to s in Br \

(
Γ ∪N

i=1 Bδ(p
0
i )
)
for any r, δ > 0.

We now establish (9.66). Consider first the term

(9.71) Q2(s, τ ; ·) = −4τ2∇gDτu(s) · ∇gDτv(s),
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and observe that
1

4τ
Q2(s, τ ; ·)−

1

4τ ′
Q2(s, τ

′; ·) = −τ∇gDτu(s) · ∇gDτv(s) + τ ′∇gDτ ′u(s) · ∇gDτ ′v(s)

= −∇g

(
u(s+ τ)− u(s+ τ ′)

)
· ∇gDτv(s)

+ (τ − τ ′)∇gDτ ′u(s) · ∇gDτv(s)

+∇g

(
v(s+ τ ′)− v(s+ τ)

)
· ∇gDτ ′u(s).

(9.72)

Then Proposition 9.9 and (9.62) imply

(9.73) e2u(y)
∣∣∣1
τ
Q2(s, τ ; y)−

1

τ ′
Q2(s, τ

′; y)
∣∣∣ ≤ C|τ − τ ′|σ−2(1 + |y|)−2 in R3 \ Γ.

Estimates for Q1, P1, and P2 may be achieved similarly, yielding the desired conclusion. □

For a later purpose, we shall improve (9.70) so that for any large r, α ∈ (0, 1), and k = 0, 1, 2, 3
the following estimate is valid

|∇k
g [Dτu(s)−Dτ ′u(s)]|+

(ρ
σ

)k−3−α
|∇k

g [Dτv(s)−Dτ ′v(s)]|

≤ Cσ−k|τ − τ ′| in Br \ Γ,
(9.74)

where C is a constant depending only on r, independent of s. To see this, first rewrite (9.70) as

(9.75) |∇k
gw1(s, τ, τ

′)|+
(ρ
σ

)k−3−α
|∇k

gw2(s, τ, τ
′)| ≤ C|τ − τ ′| in Br \

(
Γ ∪N

i=1 Bδ(p
0
i )
)
.

By applying Proposition 8.2 to the equation (9.64) near each puncture p0i , we find that there
exists a δ > 0 sufficiently small such that

sup
Br\Γ

(
|w1(s, τ, τ

′)|+
(ρ
σ

)−2
|w2(s, τ, τ

′)|
)

≤ sup
Br\(Γ∪N

i=1Bδ(p
0
i ))

(
|w1(s, τ, τ

′)|+
(ρ
σ

)−2
|w2(s, τ, τ

′)|
)

+ sup
Br\Γ

(
|σ2f1(s, τ, τ ′)|+

(ρ
σ

)−2
|σ2f2(s, τ, τ ′)|

)
≤ C|τ − τ ′|.

(9.76)

This inequality, together with the proof of Proposition 3.9 of [12], then yields (9.74). We next
study the asymptotic behavior of ∂sΦ(s) as y → {p01, . . . , p0N}.
Proposition 9.11. Let Φ = Φ(s) be given by (9.6) and Φ̄i(s) = (ūi(s), v̄i(s)) be the map
satisfying (9.12), for any s ∈ [−ε0, ε0] and any puncture p0i . Then ∇k

S2Φ̄i(s) is differentiable in
s except at the north and south pole for k = 0, 1, 2, 3, and for any α ∈ (0, 1) we have

(9.77) |∇k
S2∂sūi(s)|+ (sin θi)

k−3−α|∇k
S2∂sv̄i(s)| ≤ C on S2 \ {N,S},

and for l + k ≤ 3 it holds that

sup
S2\{N,S}

(
|(ri∂ri)l∇k

S2 [∂su(s, ri, θi)− ∂sūi(s, θi)]|

+ e(3+α−k)u(s)|(ri∂ri)l∇k
S2 [∂sv(s, ri, θi)− ∂sv̄i(s, θi)]|

)
≤ Crβ̄i

(9.78)
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in Bδ0(p
0
i ) \ {p0i }, where C and β̄ are positive constants independent of s, ri = |y − p0i |, and

sin θi =
ρ(y)
ri

.

Proof. The proof consists of three steps. Throughout, we will fix a puncture p0i .
Step 1. We will show that ∇k

S2Φ̄i(s) is differentiable in s for k = 0, 1, 2, 3, and that (9.77)
holds. To this end recall that for k = 0, 1, 2, 3, any s1, s2 ∈ [−ε0, ε0], and any α ∈ (0, 1),
Proposition 9.9 implies

|∇k
g [u(s1)− u(s2)]|(y) +

(ρ
σ

)k−3−α
|∇k

g [v(s1)− v(s2)]|(y)

≤ Cσ−k(1 + |y|)−1|s1 − s2| in R3 \ Γ.
(9.79)

By letting y → p0i and using (9.12) we obtain

|∇k
S2 [ūi(s1)− ūi(s2)]|+ (sin θ)k−3−α|∇k

S2 [v̄i(s1)− ūi(s2)]|
≤ C|s1 − s2| on S2 \ {N,S}.

(9.80)

In other words, ∇k
S2 ūi(s) is Lipschitz in s for k = 0, 1, 2, 3. This is the counterpart of Proposition

9.9 for Φ̄i = (ūi, v̄i). Note that Φ̄i is a harmonic map from S2 \ {N,S} to H2. By proceeding as
in the proof of Proposition 9.10, we obtain the desired result. In fact, the proof in the present
case is easier since S2 is compact.

Step 2. We will show that there exists a map Φ̄
(1)
i (s) = (ū

(1)
i (s), v̄

(1)
i (s)) with both component

functions in C3,α(S2) for any α ∈ (0, 1), while the second satisfies v̄
(1)
i (s) = 0 at N and S, such

that for l + k ≤ 3 it holds that

sup
S2\{N,S}

(
|(ri∂ri)l∇k

S2 [∂su(s, ri, θi)− ū
(1)
i (s, θi)]|

+ e(3+α−k)u(s)|(ri∂ri)l∇k
S2 [∂sv(s, ri, θi)− v̄

(1)
i (s, θi)]|

)
≤ Crβ̄i

(9.81)

in Bδ0(p
0
i ) \ {p0i }, where C and β̄ are independent of s. To prove (9.81) differentiate (9.7) with

respect to s, and observe that in view of (9.31) we have

(9.82) Ls∂sΦ = P1,

where P1 = (P1,1,P1,2) with

P1,1 = −∂sgab∂abu− ∂s(∂ag
ab + gab∂a ln

√
det g)∂bu+ 2e4u∂sg

ab∂av∂bv,

P1,2 = −∂sgab∂abv − ∂s(∂ag
ab + gab∂a ln

√
det g)∂bv − 4∂sg

ab∂au∂bv.
(9.83)

Note that P1 is supported in B2δ0(p
0
i ) \Bδ0(p

0
i ) so that

(9.84) Ls∂sΦ = 0 in Bδ0(p
0
i ) \ Γ, ∂sv = 0 on Γ ∩Bδ0(p

0
i ).

Utilizing (9.60), Proposition 8.1 as well as the proof of Proposition 3.8 of [12] for higher order
derivatives, we obtain (9.81).

Step 3. We will now prove that ∂sΦ̄i = Φ̄
(1)
i . SinceDτ ′Φ(s) → ∂sΦ(s) as τ

′ → 0 by Proposition
9.10, it follows that letting τ ′ → 0 and taking k = 0 in (9.74) produces

(9.85) |Dτu(s)− ∂su(s)|+
(ρ
σ

)−3−α
|Dτv(s)− ∂sv(s)| ≤ C|τ | in Br \ Γ.
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Sending y → p0i then yields

(9.86) |Dτ ū(s)− ū
(1)
i (s)|+ (sin θi)

−3−α|Dτ v̄(s)− v
(1)
i (s)| ≤ C|τ | on S2 \ {N,S}.

Finally, by τ → 0 we obtain ∂sΦ̄i = Φ̄
(1)
i . □

Lastly, we will establish the smooth dependence of Φ(s) on s.

Theorem 9.12. Let Φ = Φ(s) be given by (9.6) and Φ̄i(s) = (ūi(s), v̄i(s)) be the map satisfying
(9.12), for any s ∈ [−ε0, ε0] and any puncture p0i . Then for k = 0, 1, 2, 3, the maps ∇k

gΦ(s)

and ∇k
S2Φ̄i(s) are smooth in s, except on the axis. Moreover for these k, any j ≥ 1, and any

α ∈ (0, 1) we have

|∇k
g∂

j
su(s)|(y) +

(ρ
σ

)k−3−α
|∇k

g∂
j
sv(s)|(y) ≤ Cσ−k(1 + |y|)−1 in R3 \ Γ,(9.87)

|∇k
S2∂

j
s ūi(s)|+ (sin θi)

k−3−α|∇k
S2∂

j
s v̄i(s)| ≤ C on S2 \ {N,S},(9.88)

and for l + k ≤ 3 and 0 < ri ≤ δ0 it holds that

sup
S2\{N,S}

(
|(ri∂ri)l∇k

S2 [∂
j
su(s, ri, θi)− ∂js ūi(s, θi)]|

+ e(3+α−k)u(s)|(ri∂ri)l∇k
S2 [∂

j
sv(s, ri, θi)− ∂js v̄i(s, θi)]|

)
≤ Crβ̄i ,

(9.89)

where C and β̄ are positive constants independent of s, and ri = |y − p0i | with sin θi =
ρ(y)
ri

.

Proof. By Propositions 9.10 and 9.11 we have that ∇k
gΦ(s) and ∇k

S2Φ̄i(s) are differentiable in

s, and that (9.87)-(9.89) hold for j = 1. We now prove that ∇k
gΦ(s) and ∇k

S2Φ̄i(s) are twice
differentiable in s, and that (9.87)-(9.89) hold for j = 2. The proof consists of several steps.
Recall that ∂sΦ satisfies (9.82).

Step 1. We claim that for k = 0, 1, 2, 3 any s1, s2 ∈ [−ε0, ε0], and any α ∈ (0, 1) it holds that

|∇k
g [∂su(s1)− ∂su(s2)]|(y) +

(ρ
σ

)k−3−α
|∇k

g [∂sv(s1)− ∂sv(s2)]|(y)

≤ Cσ−k(1 + |y|)−1|s1 − s2| in R3 \ Γ,
(9.90)

where C is a positive constant independent of s1 and s2. The proof is similar to that of Propo-
sition 9.9, with Φ there replaced by ∂sΦ.

Step 2. We claim that ∇k
g∂sΦ(s) is differentiable in s for k = 0, 1, 2, 3, and that (9.87) holds

for j = 2. The proof is similar to that of Proposition 9.10, again with Φ replaced by ∂sΦ.
Step 3. We claim that ∇k

S2∂sΦ̄i(s) is differentiable in s for k = 0, 1, 2, 3, and that (9.88) holds
for j = 2. The proof is similar to Step 1 in the proof of Proposition 9.11.

Step 4. We will show that there exists a map Φ̄
(2)
i (s) = (ū

(2)
i (s), v̄

(2)
i (s)) with both component

functions in C3,α(S2) for any α ∈ (0, 1), while the second satisfies v̄
(2)
i (s) = 0 at N and S, such

that for l + k ≤ 3 and 0 < ri ≤ δ0 it holds that

sup
S2\{N,S}

(
|(ri∂ri)l∇k

S2 [∂
2
su(s, ri, θi)− ū

(2)
i (s, θi)]|

+ e(3+α−k)u(s)|(ri∂ri)l∇k
S2 [∂

2
sv(s, ri, θi)− v̄

(2)
i (s, θi)]|

)
≤ Crβ̄i ,

(9.91)
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where C and β̄ are independent of s. To this end differentiate (9.82) with respect to s, or
differentiate (9.7) with respect to s twice to obtain

(9.92) Ls∂
2
sΦ = P2,

where P2 = (P2,1,P2,2) with

P2,1 = ∂sP1,1 − ∂sg
ab∂ab∂su− ∂s(∂ag

ab + gab∂a ln
√
det g)∂b∂su

+ 8∂s(e
4u|∇gv|2)∂su+ 4∂s(e

4u∇gv · ∇g)∂sv,

P2,2 = ∂sP1,2 − ∂sg
ab∂ab∂sv − ∂s(∂ag

ab + gab∂a ln
√

det g)∂b∂sv

− 4∂s(∇gu · ∇g)∂sv − 4∂s(∇gv · ∇g)∂su.

(9.93)

We may then proceed similarly to Step 2 in the proof of Proposition 9.11 to obtain the desired
conclusion.

Step 5. We claim that ∂2s Φ̄i = Φ̄
(2)
i . The proof is similar to Step 3 in the proof of Proposition

9.11. This completes the proof for j = 2.
The general case may be treated by induction. □

Proof of Theorem 3.1. Assuming all components of z are allowed to vary, the same conclusions
as above remain valid. In particular the map BN

ε (z0) → C3,ς
loc(R

3 \ ∪N
i=1{p0i },R2) given by

z 7→ (Uz ◦ Πz, vz ◦ Πz), and the map BN
ε (z0) → C3,ς

loc(S
2,R2) given by z 7→ (Ūz,i, v̄z,i) for each

i = 1, . . . , N , are smooth in s for some small ε > 0. Since Πz is a diffeomorphism, the first
conclusion of Theorem 3.1 holds.

We will now consider estimates for the derivatives with respect to z. Observe that for each
j = 1, . . . , N , the chain rule along with Πz(y) = x produces

∂zj (Φz ◦Πz(y)) = ∂zjΦz(x) +∇Φz(x) · ∂zjΠz(y)

= ∂zjΦz(x) + ∂x3Φz(x)χ̄(y1, y2, y3 − z0,j).
(9.94)

Let ζj(x) := χ̄(Π−1
z (x) − z0,je3) and note that this function is supported in B2δ0(p

0
j ), and set

σ̃(x) = σ(Π−1
z (x)). It follows from Theorem 9.12 that for k = 0, 1, 2, 3 and any α ∈ (0, 1) we

have

(9.95) |∇k(∂zjuz + ∂x3uzζj)|(x) +
(ρ
σ̃

)k−3−α
|∇k(∂zjvz + ∂x3vzζj)|(x) ≤ Cσ̃−k(1 + |x|)−1

in R3 \ Γ, as well as

(9.96) |∇k
S2∂zj ūz,i|+ (sin θi)

k−3−α|∇k
S2∂zj v̄z,i| ≤ C on S2 \ {N,S},

and for l + k ≤ 3 and 0 < ri ≤ δ0 it holds that

sup
S2\{N,S}

(
|(ri∂ri)l∇k

S2 [(∂zjuz + ∂x3uzζj)− ∂zj ūz,i]|

+ e(3+α−k)uz |(ri∂ri)l∇k
S2 [(∂zjvz + ∂x3vzζj)− ∂zj v̄z,i]|

)
≤ Crβ̄i ,

(9.97)

for some constants C and β̄ > 0. □
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Proof of Corollary 3.2. By a direct computation

(9.98) (U̇t, v̇t) =

N∑
j=1

∂zj (Uz, vz) żj .

In each ball Bε/2(pi) we have the following expansion by (3.6) of Theorem 3.1, namely

(9.99) ∂zj (Uz, vz) = −δδδij (∂x3Uz, ∂x3vz) + ∂zj
(
Ūz,i, v̄z,i

)
+O(rβ̄i ).

Next observe that

(9.100) ∂zj
(
Ūz,i, v̄z,i

)
żj = ∂t

(
Ūz(t),i, v̄z(t),i

)
= ∂bi

(
Ūz,i, v̄z,i

)
ḃi,

and by [12, Theorems 2.1 and 2.2] (see (3.1)-(3.3)) it holds that

(∂x3Uz, ∂x3vz) =
(
x3−zi
r2i

, 0
)
+ ∂θi

(
Ūz,i, v̄z,i

)
∂x3θi +O(rβi−1

i )

=
(
x3−zi
r2i

, 0
)
− ρ

r2i
∂θi
(
Ūz,i, v̄z,i

)
+O(rβi−1

i ).
(9.101)

Therefore

(9.102)
(
U̇t, v̇t

)
=

[
−
(
x3−zi
r2i

, 0
)
+

ρ

r2i
∂θi(Ūz,i, v̄z,i)

]
żi + ∂bi

(
Ūz,i, v̄z,i

)
ḃi +O(rβi−1

i ).

Regarding v̇t, the remainder O(rβi−1
i ) can be refined to O(rβi−1

i (sin θi)
3) as we have the weighted

estimates. Hence (3.7) is proved. The remaining two estimates of this corollary may be estab-
lished similarly, and we omit the details. □

Appendix A. Miscellaneous Computations

Lemma A.1. Let r1, r2 be the respective Euclidean distances to the (Cartesian) points (0, 0,∓2η) ∈
R3 where η > 0, and set D = {(ρ, z, ϕ) ∈ R3 | z > 0, r2 > η}. Then within D we have

(A.1)
r1
r2

≤ 5.

Proof. On D, consider the function

(A.2) f(ρ, z) =
r21
r22

=
ρ2 + (z − 2η)2 + 8ηz

r22
= 1 +

8ηz

r22
.

Clearly f is a decreasing function of ρ, and hence f(ρ, z) ≤ f(ρ̄, z) for (ρ̄, z) ∈ ∂̃D where ∂̃D is the
left-hand portion of the projected boundary ofD within the ρz-half plane. This left-hand portion
of the projected boundary consists of three parts within the half plane: I = {ρ = 0, 0 ≤ z ≤ η},
II = {r2 = η, η ≤ z ≤ 3η}, and III = {ρ = 0, 3η ≤ z < ∞}. As a function of z, we find that f
is increasing on I ∪ II and decreasing on III. Therefore, its maximum value on the closure of D
is achieved at the z-axis when z = 3η, and (A.1) follows. □

Corollary A.2. Let r1, r2 be the respective Euclidean distances to two distinct points p1, p2 ∈ R3,
and set 4η = |p1 − p2| to be the distance between them. Then

(A.3)
1

5
≤ r1
r2

≤ 5

outside of the two balls of radius η centered at p1 and p2.
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Proof. Without loss of generality it may be assumed that the points p1 and p2 are located on
the z-axis, and that the origin is located at the midpoint between them. Lemma A.1 then states
that r1/r2 ≤ 5 in the upper half-space z > 0 outside Bη(p2), and hence r2/r1 ≥ 1/5 there.
Also clearly r2 < r1 in the upper half-space, so that r1/r2 ≥ 1 there. By symmetry we obtain
r1/r2 ≥ 1/5 in the lower half-space outside Bη(p1), and also r1/r2 ≤ 1 there. Combining these
inequalities yields the desired result. □

Lemma A.3. Let δ, η > 0 and p0, p1, p2 ∈ R3 be such that Bη(pi) ⊂ Bδ/4(p0), i = 1, 2 with
|p1 − p2| = 4η and p0 = (p1 + p2)/2. Set ri to be the Euclidean distance to pi, i = 0, 1, 2. Then
for any λ ∈ [0, 1] we have

(A.4) |λ ln r1 + (1− λ) ln r2 − ln r0| ≤ ln 2, |∇ ln ri| ≤
2

r0
,

outside Bδ/2(p0).

Proof. Let i = 1, 2. By the triangle inequality

(A.5) r0 ≤ ri + 2η < ri +
δ

4
,

and thus dividing by ri produces

(A.6)
r0
ri

≤ 1 +
δ/4

ri
≤ 2

outside Bδ/2(p0), since in this region ri ≥ δ/4. Similarly

(A.7) ri ≤ r0 + 2η < r0 +
δ

4
,

and hence

(A.8)
ri
r0

≤ 1 +
δ/4

r0
≤ 3

2

outside Bδ/2(p0). Therefore in this region

(A.9) | ln ri − ln r0| ≤ ln 2,

and (A.4) follows by the triangle inequality after rewriting ln r0 as a convex combination

(A.10) |λ ln r1 + (1− λ) ln r2 − ln r0| ≤ λ| ln r1 − ln r0|+ (1− λ)| ln r2 − ln r0| ≤ ln 2.

Lastly, for the gradient bound observe that (A.6) implies 1/ri ≤ 2/r0 outside Bδ/2(p0). The
desired estimate now follows. □

Lemma A.4. Let Φi = (ui, vi), i = 1, 2 be multi-extreme Kerr harmonic maps with the same
potential constants on Γ+

a = [a,∞) ⊂ z-axis, for a > 0 sufficiently large so that there are no
punctures on this axis interval. Then dH2(Φ1,Φ2) → 0 as r → ∞ with 0 ≤ θ ≤ π/2.

Proof. Recall the hyperbolic distance formula [27, Lemma 3] given by

(A.11) cosh (2dH2(Φ1,Φ2)) = cosh (2(u1 − u2)) + 2e2(u1+u2)(v1 − v2)
2.



THE MASS-ANGULAR MOMENTUM INEQUALITY 63

Observe that the expansions of [12, Theorem 2.3], on the compliment of ball Ba(0) with 0 ≤
θ ≤ π/2, imply that

(A.12) u1 − u2 = O(r−1), v1 − v2 = O(sin3 θ),

as r → ∞. Here we have utilized the fact that the constant term in the expansion of ui vanishes,
see Lemma 9.4. Therefore

(A.13) cosh (2dH2(Φ1,Φ2)) = 1 +O(r−1)

in this region, and the desired result follows. □

Remark A.5. We note that an analogous result holds for Γ−
a = (−∞,−a] and π/2 ≤ θ ≤ π,

using the same asymptotics (A.12). Similarly, the result is valid for 0 < θ1 ≤ θ ≤ θ2 < π without
hypotheses concerning potential constants, where we only need to use the first inequality in
(A.12) and boundedness of v1, v2.
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